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CHAPTER 1
NUMBER SYSTEM

1.1Review of Number Systems:

Many number systems are in use in digital technology. The most common are the
decimal, binary, octal, and hexadecimal systems. The decimal system is clearly the
most familiar to us because it is tools that we use every day.

Types of Number Systems are
»  Decimal Number system
«  Binary Number system
«  Octal Number system
»  Hexadecimal Number system

Table 1.1 Types of Number Systems

DECIMAL BINARY OCTAL HEXADECIMAL
0 0000 0 0
1 0001 1 1
2 0010 2 2
3 0011 3 3
4 0100 4 4
5 0101 5 5
6 0110 6 6

0111 7 7
8 1000 10 8
9 1001 11 9
10 1010 12 A
11 1011 13 B
12 1100 14 C
13 1101 15 D
14 1110 16 E
15 1111 17 F




Table 1.2 Number system and their Base value

System Base Digits

Binary 2 01

Octal 8 01234567

Decimal 10 0123456789
Hexa Decimal 16 0123456789ABCDEF

1.1.1 Decimal system:

Decimal system is composed of 10 numerals or symbols. These 10 symbolsare 0, 1, 2, 3,
4,5, 6, 7,8, 9. Using these symbols as digits of a number, we can express any quantity. The
decimal system is also called the base-10 system because it has 10 digits. Even though the
decimal system has only 10 symbols, any number of any magnitude can be expressed by using
our system of positional weighting.

103 102 10t 100 101 102 103
=1000 =100 =10 =1 =0.1 =0.01 =0.001
Most Decimal Least
Significant point Significant
Digit Digit

Example: 3.1410, 5210,102410

1.1.2 Binary System:
In the binary system, there are only two symbols or possible digit values, 0 and 1. This
base-2 system can be used to represent any quantity that can be represented in decimal or other

base system.

23 22 21 | 20 21 22 23
=8 =4 =2 =1 =05 | =0.25 =0.125
Most Binary point Least
Significant Significant
Digit Digit

In digital systems the information that is being processed is usually presented in binary

form. Binary quantities can be represented by any device that has only two operating states or
possible conditions. E.g.. A switch is only open or closed. We arbitrarily (as we define them)
let an open switch represent binary 0 and a closed switch represent binary 1. Thus we can
represent any binary number by using series of switches.

Binary 1: Any voltage between 2V to 5V Binary 0. Any voltage between 0V to 0.8V

Not used: Voltage between 0.8V to 2V in 5 Volt CMOS and TTL Logic, this may cause error
in a digital circuit. Today's digital circuits works at 1.8 volts, so this statement may not hold
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true for all logic circuits.

1.1.3 Octal System:

The octal number system has a base of eight, meaning that it has eightpossible
digits: 0,1,2,3,4,5,6,7.
83 82 82 8t 80 81 82 83
=512 =64 =8 =1 =1/8 | =1/64 =1/512
Most Octal Least
Significant point Significant
Digit Digit

1.1.4 Hexadecimal System:

The hexadecimal system uses base 16. Thus, it has 16 possible digit symbols. It uses the
digits O through 9 plus the letters A, B, C, D, E, and F as the 16 digit symbols.

163 162 16t 16° 16-1 1672 16-3
=4096 =256 =16 = =1/16 | =1/256 | =1/4096
Most Hexadeci Least
Significant mal point Significant
Digit Digit

1.2 Code Conversion
Converting from one code form to another code form is called code conversion, like
converting from binary to decimal or converting from hexadecimal to decimal.

* Binary-To-Decimal Conversion: Any binary number can be converted to its decimal
equivalent simply by summing together the weights of the various positions in the binary
number which containa 1.

Binary Decimal
110112

= (1%24)+(1*23)+0+(1*21)+(1*29) =16+8+0+2+1
Result 2710

«  Decimal to binary Conversion:

There are 2 methods:
« Reverse of Binary-To-Decimal Method
* Repeat Division
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Reverse of Binary-To-Decimal Method

Decimal Binary
4510 =32+0+8+4+0+1
=25+0+23+22+0+20
Result =1011012

Repeat Division-Convert decimal to binary: This method uses repeated division by 2.

Division Remainder Binary
25/2 = 12+ remainder of 1 1 (Least Significant Bit)
12/2 = 6 + remainder of 0 0
6/2 = 3 + remainder of 0 0
3/2 =1+ remainder of 1 1
1/2 = 0 + remainder of 1 1 (Most Significant Bit)
Result 2510 = 110012

* Binary-To-Octal / Octal-To-Binary Conversion Binary to octal

100 111 0102 = (100) (111) (010)2 =47 28

Octal to Binary

372 Octd|
TN
3 7 2
4 4 A
011 111 010

1 11 1 10 1 0 Bnay

» Decimal -To-Octal / Octal-To- Decimal Conversion Decimal to octal

Division Result Binary
17718 = 22+ remainder of 1 1 (Least Significant Bit)
22/ 8 = 2 + remainder of 6 6
218 = 0 + remainder of 2 2 (Most Significant Bit)
Result 17710 = 2618
Binary = 0101100012




Octal to Decimal

|

7 | 1 ‘ " ‘ G | 3
g* 8 8¢ 8 8’ decimal
- 8° = 3
6 x 8 a8
' v2x8 - 128
1 x @ 512
7 x B = 28672
20363

Hexadecimal to Decimal/Decimal to Hexadecimal Conversion
e Decimal to Hexadecimal

Division Result Hexadecimal
378/16 = 23+ remainder of 10 A (Least Significant Bit)23
23/16 =1 + remainder of 7 7
1/16 =0 + remainder of 1 1 (Most Significant Bit)
Result 378 10 =17A 1

» Binary-To-Hexadecimal /Hexadecimal-To-Binary Conversion

Binary-To-Hexadecimal: 1011 0010 11112 =(1011) (0010) (1111)2 =B 2F16

Hexadecimal to binary
E6 Hexidecimadl

1 1 1 1 0O Binary

»  Octal-To-Hexadecimal Hexadecimal-To-Octal Conversion
+ Convert Octal (Hexadecimal) to Binary first.
+ Regroup the binary number by three bits per group starting from LSB if Octal is
required.
 Regroup the binary number by four bits per group starting from LSB if
Hexadecimal is required.
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Octal to Hexadecimal

Octal Hexadecimal
=2650
010 110 101 000 = 0101 1010 1000 (Binary)
Result =(5A8)16

Hexadecimal to octal

Hexadecimal | Octal
(5A8)16 = 0101 1010 1000 (Binary)
= 010 110 101 000 (Binary)
Result = 2650 (Octal)

1.3 1’s and 2’s complement

Complements are used in digital computers to simplify the subtraction operation and
for logical manipulation. There are TWO types of complements for each base-r system: the
radix complement and the diminished radix complement. The first is referred to as the r's
complement and the second as the (r - 1)'s complement, when the value of the base r is
substituted in the name. The two types are referred to as

The 2's complement and 1's complement for binary numbers and the 10’s complement
and 9's

complement for decimal numbers.

« The 1°’s complement of a binary number is the number that results when we
change all 1’s to zeros and the zeros to ones.
* The 2’s complement is the binary number that results when we add 1 to the 1’s
complement. It is used to represent negative numbers.

2’s complement=1’s complement+1

Example 1) : Find 1’s complement of (1101)2

1101 number
0010 1’s complement

Example 2) : Find 1’s complement of (1001)2

1001 number
0110 1’s complement
+ 1
= 0111
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1.4 Arithmetic Operations

Binary Equivalents

1 Nybble (or nibble) = 4 bits 1 Byte = 2 nibbles = 8 bits

1 Kilobyte (KB) = 1024 bytes

1 Megabyte (MB) = 1024 kilobytes = 1,048,576 bytes

1 Gigabyte (GB) = 1024 megabytes = 1,073,741,824 bytes

Binary Addition
Rules of Binary Addition

« 0+0=0

« 0+1=1

« 1+0=1

« 1+1=0,andcarry 1 tothe next more significant bit
Example: 00011010 + 00001100 = 00100110

Binary Subtraction
Rules of Binary Subtraction

, borrow 1 from the next bit

= Pk O O
1

= O = O
1

O = O

Example:
00100101 - 00010001= 00010100 olol1lo
+0/0| 0|1
0 (0|01
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Binary Multiplication
Rules of Binary Multiplication

« 0x0=0

« 0x1=0

« 1x0=0

« 1x1=1,andno carry or borrow bits
Example

0/0/1/0]1]0]0]1] +

ol1|olz]olo|| | +
ol1l1]1/1]0]1]1] o

00101001 x 00000110=11110110

1.5 Binary Codes

Binary codes are codes which are represented in binary system with modification from
the original ones. There are two types of binary codes: Weighted codes and non-weighted
codes. BCD and the 2421 code are examples of weighted codes. In a weightedcode, each
bit position is assigned a weighting factor in such a way that each digit ca n be evaluated by
adding the weight of all the 1’s in the coded combination. Types of Binary Codes are

e Weighted Codes

e Non Weighted Codes

e Reflective Codes

e Sequential Codes

e Error Detecting and Correction Codes

e Alphanumeric Codes

Weighted Code

* 8421 code , Most common, Default
* The corresponding decimal digit is determined by adding the weights associated with
the 1s in the code group. 62310 = 0110 0010 0011
2421, 5421,7536, etc... codes
» The weights associated with the bits in each code group are given by the name of the
code




Non weighted Codes

2421 code: This is a weighted code; its weights are 2, 4, 2 and 1. A decimal numberis
represented in 4-bit form and the total four bits weightis2 + 4 + 2 + 1 = 9. Hence the
2421 code represents the decimal numbers from 0 to 9.

» 5211 codes: This is a weighted code; its weightsare 5, 2, 1 and 1. A decimal number
IS represented in 4-bit form and the total four bits weightis 5+ 2 + 1 + 1 = 9. Hence the
5211 code represents the decimal numbers from 0 to 9.

Reflective code :

A code is said to be reflective when code for 9 is complement for the code for 0, and so is
for 8 and 1 codes, 7 and 2, 6 and 3, 5 and 4. Codes 2421, 5211, and excess-3 are reflective,
whereas the 8421 code is not.

Sequential code :

A code is said to be sequential when two subsequent codes, seen as numbers in binary
representation, differ by one. This greatly aids mathematical manipulation of data. The 8421
and Excess-3 codes are sequential, whereas the 2421 and 5211 codes are not.

» Excess-3 code: Excess-3 is a non weighted code used to express numbers. The
code derives its corresponding 8421 code plus 0011(3).

Example: 1000 of 8421 = 1011 in Excess-3
Gray code :

The gray code belongs to a class of codes called minimum change codes, in which
only one bit in the code changes when moving from one code to the next. The Gray code is
non-weighted code, as the position of bit does not contain any weight. In digital Gray code has
got a special place. The gray code is a reflective digital code which has the special property
that any twosubsequent numbers codes differ by only one bit. This is also called a unit-distance code.
Important when an analog quantity must be converted to a digital representation. Only one-bit changes
between two successive integers which are being coded.

Decimal Number Binary Code Gray Code
0 0000 0000
1 0001 0001
2 0010 0011
3 0011 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101
10 1010 1111
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11 1011 1110
12 1100 1010
13 1101 1011
14 1110 1001
15 1111 1000

Error Detecting and Correction Codes

* Error detecting codes : When data is transmitted from one point to another, like in wireless
transmission, or itis just stored, like in hard disks and there are chances that data may get
corrupted. To detect these data errors, we use special codes, which are error detection codes.

« Error correcting code : Error-correcting codes not only detect errors, but also correct them.
This is used normally in Satellite communication, where turn-around delay is very high as is
the probability of data getting corrupt.

« Hamming codes : Hamming code adds a minimum number of bits to the data transmitted in
a noisy channel, to be able to correct every possible one-bit error. It can detect (not correct)
two-bit errors and cannot distinguish between 1-bit and 2-bits inconsistencies. It can't - in
general - detect 3(or more)-bits errors.

« Parity codes : A parity bit is an extra bit included with a message to make the total number
of 1’s either even or odd. In parity codes, every data byte, or nibble (according to how user
wants to use it) is checked if they have even number of ones or even number of zeros. Based
on this information an additional bit is appended to the original data. Thus if we consider 8-
bit data, adding the parity bit will make it 9 bit long.

At the receiver side, once again parity is calculated and matched with the received parity (bit
9), and if they match, data is ok, otherwise data is corrupt.

Two types of parity

1) Even parity: Checks if there is an even number of ones; if so, parity bit is zero.
When the number of one’s is odd then parity bit is set to 1.

2) Odd Parity: Checks if there is an odd number of ones; if so, parity bit is zero. When
the number of one’s is even then parity bit is set to 1.

Alphanumeric codes:

The binary codes that can be used to represent the letters of the alphabet, numbers and
mathematical symbols, punctuation marks are known as alphanumeric codes or character
codes. These codes enable us to interface the input-output devices like the keyboard, printers,
video displays with the computer.

* ASCII codes : Codes to handle alphabetic and numeric information, special symbols,

10



http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/
http://csetube.weebly.com/

punctuation marks, and control characters. ASCII (American Standard Code for Information
Interchange) is the best known. Unicode — a 16-bit coding system provides for foreign
languages, mathematical symbols, geometrical shapes, dingbats, etc. It has become a world
standard alphanumeric code for microcomputers and computers. It isa 7-bit code representing
128 different characters. These characters represe upper case letters (A to Z), 26 lowercase
letters (ato z), 10 numbers (0 to 9), 33 special characters and symbols and 33 control characters.

« EBCDIC codes : EBCDIC stands for Extended Binary Coded Decimal Interchange. It is
mainly used with large computer systems like mainframes. EBCDIC is an 8-bit code and thus
accommodates up to 256 characters. An EBCDIC code is divided into two portions: 4 zone bits
(on the left) and 4 numeric bits (on the right).

Example 1: Give the binary, BCD, Excess-3, gray code representations of numbers:5,8,14.

Decimal Number| Binary code BCD code Excess-3 code Gray code
5 0101 0101 1000 0111
8 1000 1000 1011 1100
14 1110 0001 0100 0100 0111 1001

Example 2: Binary To Gray Code Conversion

1+0+0+1+0(Binary)

AN

1 1 0 1 1(Gray)

Example 3: Gray Code To Binary Code Conversion

1 0 1 1(Gray)

444

0 0 1 O0(Binary)

= &< =

1.6 Code Converters:

Code to another code of binary code. The following are some of the most commonly used
code converters:

*  Binary-to-Gray code
«  Gray-to-Binary code
. BCD-to-Excess-3
. Excess-3-to-BCD

11
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. Binary-to-BCD

. BCD-to-binary

. Gray-to-BCD

. BCD-to-Gray

« 84-2-1to BCDconverter

Binary to Gray Converters:

The gray code is often used in digital systems because it has the advantage that only one
bitin the numerical representation changes between successive numbers. The truth table for the
binary-to-gray code converter is shown below,

Truth table
Binary code Gray code

Decimal Bs B2 B1 Bo Gs G2 G1 Go
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 1
2 0 0 1 0 0 0 1 1
3 0 0 1 1 0 0 1 0
4 0 1 0 0 0 1 1 0
5 0 1 0 1 0 1 1 1
6 0 1 1 0 0 1 0 1
7 0 1 1 1 0 1 0 0
8 1 0 0 0 1 1 0 0
9 1 0 0 1 1 1 0 1
10 1 0 1 0 1 1 1 1
11 1 0 1 1 1 1 1 0
12 1 1 0 0 1 0 1 0
13 1 1 0 1 1 0 1 1
14 1 1 1 0 1 0 0 1
15 1 1 1 1 1 0 0 0

12




K-map simplification:

For (3 For G2

Gs=Bs G>=E3;"Ba+ BsB:'

=Bs & B2
For G1. For Go

B. B
BEB":\ 00 01 11 10
00

G1=B:'B1+ BB+’ Go=B1"Bot+ B1Bo"
=Bz & By =B1 @ Ba

Now, the above expressions can be implemented using EX-OR gates as,

Logic Diagram:

Bi
Bo = Gray
Go (LSE)

D

B3 G3 (MSB)

13




Gray to Binary Converters:
The truth table for the gray-to-binary code converter is shown below,

Truth table:
Gray code Binary code
Gs3 G2 G1 Go Bs B2 B1 Bo
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 1 1 0 0 1 0
0 1 0 0 0 1 1 1
0 1 0 1 0 1 1 0
0 1 1 0 0 1 0 0
0 1 1 1 0 1 0 1
1 0 0 0 1 1 1 1
1 0 0 1 1 1 1 0
1 0 1 0 1 1 0 0
1 0 1 1 1 1 0 1
1 1 0 0 1 0 0 0
1 1 0 1 1 0 0 1
1 1 1 0 1 0 1 1
1 1 1 1 1 0 1 0

From the truth table, the logic expression for the binary code outputs can be written as,
Gs:=Ym (8,9, 10, 11, 12, 13, 14, 15)

G>=>m (4,5,6,7,8,9,10, 11)

Gi=>m (2,3,4,5,8,9, 14, 15)

Go=>m(1,2,4,7,8,11, 13, 14)

K-map Simplification:

From the above K-map,

14




Bi=G3

Br= G3'Ga+ GaGy'
B2= G32G2
B1= G3'Gy'Gi+ G3'GaGr'+ G3GaGr+ GG’ Gy
= G:» (GY'Gi+ GaGy) + G (GoGi+ G GY)
=G5 (GBGy) + Gs (GaBGy) [x@y = xy+ xy’], [(x®y) = xy+ xy’]
Bi1= G3® G22Gq

Bo= G3'Gy" Gi'Go+ G3'Go_Gi1Go + GaGaGi_Go+ G3GaGr Go'+ G3'GaGr' Gy’
G3G2_G1'Go' + G3'G2G1Go+ G3G2_G1 Gao.
=G5'GY (Gl’bo+ G1Go') + G3Ga (G1'Go+ G1Go') + G1'Go” (G3'Gat GaGy') +
G1Go (G3'Ga+ G3GY).
=G3'GyY (Go G‘Gl) + G3G2 (G Gy) + GGy (GaBGs) +GiGo (G G3).
= GG (GG + G3Ga) + GaBGs (GG +GiGo)
= (Go2G1) (GaBG3)' + (GaBG3) (GoPGy) [x®y = x'y+ xy’]
Bo= (Go®G1) @ (G29G3).
Now, the above expressions can be implemented using EX-OR gates as,

Gray
Go .
) Bnay B, @se)

?

1
Y

G2
—— B
Gs B; (MSE)
Fig. Logic diagram of 4-bit gray-to-binary converter

Y

BCD —to-Excess-3 Converters:

Excess-3 is a modified form of a BCD number. The excess-3 code can be derived from the
natural BCD code by adding 3 to each coded number.For example, decimal 12 can be
represented in BCD as 0001 0010. Now adding 3 to each digitwe get excess-3 code as 0100
0101 (12 in decimal). With this information the truth table for BCD to Excess-3 code converter
can be determined as,

15




Truth Table

BCD code Excess-3 code
Decimal B3 B2 B1 Bo Es E> E: Eo
0 0 0 0 0 0 0 1 1
1 0 0 0 1 0 1 0 0
2 0 0 1 0 0 1 0 1
3 0 0 1 1 0 1 1 0
4 0 1 0 0 0 1 1 1
5 0 1 0 1 1 0 0 0
6 0 1 1 0 1 0 0 1
7 0 1 1 1 1 0 1 0
8 1 0 0 0 1 0 1 1
9 1 0 0 1 1 1 0 0

From the truth table, the logic expression for the Excess-3 code outputs can be written as,
E3=>Ym (5,6,7,8,9)+>d (10, 11, 12, 13, 14, 15)
Ex=Ym (1,2,3,4,9)+Yd (10, 11, 12, 13, 14, 15)
E;=Ym (0,3,4,7,8)+Yd (10, 11, 12, 13, 14, 15)
Eo=Ym (0,2, 4, 6,8)+ Yd (10, 11, 12, 13, 14, 15)

K-map Simplification

B, By
Bs B2\, 00

For E:3

01 11 10

00

01

E;=B;+ B: (En +E1]

16
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- For Eo

10 SIS
0 0 °
0 0 °
X X :
X 0 ,

E:=B1'Bs"+ B1Bo
= E-]_@Bl]

Logic Diagram:

BCD Code

Bs Bz Ba Bo

?? ?? ?? ?? Excess 3 Code

Eo= Bo’

Ei= Bo@B1

)
) >
] E>x=B:2B1'Bo’
+ Ba' {(Bo+ B1)

E3= B3+ BZ {Bn-l— Bl]

17




Excess-3 to BCD Converter: Truth table:

Decimal Excess-3 code BCD code

Es E> E1 Eo Bs B2 B1 Bo
3 0 0 1 1 0 0 0 0
4 0 1 0 0 0 0 0 1
5 0 1 0 1 0 0 1 0
6 0 1 1 0 0 0 1 1
7 0 1 1 1 0 1 0 0
8 1 0 0 0 0 1 0 1
9 1 0 0 1 0 1 1 0
10 1 0 1 0 0 1 1 1
11 1 0 1 1 1 0 0 0
12 1 1 0 0 1 0 0 1

From the truth table, the logic expression for the Excess-3 code outputs can be written as,
Bs=Ym (11, 12) + Yd (0, 1, 2, 13, 14, 15)

B,=>m (7,8,9,10)+>d (0, 1, 2, 13, 14, 15)

Bi=Ym (5,6,9,10)+Yd (0, 1, 2, 13, 14, 15)

Bo= Ym (4, 6, 8, 10, 12) + ¥d (0, 1, 2, 13, 14, 15)

K-map Simplification
For Bs
E:Es
EsE.N_ 00 01 11 10 EsE;

00| X x 0 x

or| 0O | O | O | O

11

10

Bs=EsE:+ EsE1Eq B:=E'Ei"+ E:E1Eo+ EsE1Eo”

Now, the above expressions the logic diagram can be implemented as,

For B1 For Bg

EiEq

E-E:N 00 01 11 10
00| x x | o @x
01| 0 W] W] 1
11| © X X X
10| 0 1

Bi= E:'Eo+ EiEo’

= E@E
18




Logic Diagram:

Excess-3 Code

Es E: Ei Ea

Y Iv|vIv B ot

Bo=Eo’

B1=E1®Eo

B2= E2'E1’+ E2E1Eo+ EsE1Ed’

UéU?

B:=E3E2+ EsE1Eo

BCD -to-Binary Converters:

The steps involved in the BCD-to-binary conversion process are as follows:
» The value of each bitinthe BCD number isrepresented by a binary equivalent orweight.
« All the binary weights of the bits that are 1°s in the BCD are added.

1 9
[ S
0001 1001

* The result of this addition is the binary equivalent of the BCD number. Two-digit decimal
values ranging from 00 to 99 can be represented in BCDby two 4-bit code groups. For
example, 1910 is represented as,

The left-most four-bit group represents 10 and right-most four-bit group represents 9. The
binary representation for decimal 19 is 1910 = 110012.




Binary

BCD Code

Bo

B1

B>

Bs

B4

K-map Simplification;

For A

10

11

Bs=0
01

B, B;
Bs B\ 00
00

20




For B

B, Be Bs—0 B, Bo
Bs By o0 01 11 10 Bs By 10
ool o 1] 1 1 00 1]
o1 o o 1 1 o1 o
11 > > > > 11 >
10 0 0 ™ ™ 10 »

B=B.1B:+ B1'B:
= B1®& B

For C

C= B;rﬁz + BzB-_lr + B;Beri
For DD

oo O 0 0 0

01| O 0 0 0

11 }-’Z x
w1 [ 1 ]| X | X 10| © 0 | X
D=B:Bs + BsB:'B:" + B:B:'B1"
For E
B, B, Bs=0 B, B Bi=1
BsB:N_ 00 01 11 10 BsB2N_ 00 01 11 10
ool 0 |0 |0 |o0 ool 0|0 |0 |o0
01| 0 |0 |0 | o0 01| 0 | O
11| * x x x 11
10l 00| XxX]|X 10

E=B:B; + B:B:B1
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From the above K-map,
A= Bo
B= B1Bs‘+ B1’B4

= B1 EX-OR B4

C=B4+’B2 + B2B1” + B4B,’B1

D= B4’B3 + B4sB3s’B2’ + B4B3’B1’E= B4B3 + B4sB2B1

Now, from the above expressions the logic diagram can be implemented as,

Logic Diagram:

ECD Code

B4 Bs B2

vV

'y

B1

Bo

22
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C=B:B: + B:B,’
+ B:B:"B1

D=B:B; + B:B;'B:’
+ B:B:'By’

E=B:B; + B:B:E,




Binary to BCD Converter:
The truth table for binary to BCD converter can be written as,

Truth Table
. Binary Code BCD Code
becimal 5" T =" T8 | A | B | Bs | B2 B | Bo
0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 1
2 0 0 1 0 0 0 0 1 0
3 0 0 1 1 0 0 0 1 1
4 0 1 0 0 0 0 1 0 0
5 0 1 0 1 0 0 1 0 1
6 0 1 1 0 0 0 1 1 0
7 0 1 1 1 0 0 1 1 1
8 1 0 0 0 0 1 0 0 0
9 1 0 0 1 0 1 0 0 1
10 1 0 1 0 1 0 0 0 0
11 1 0 1 1 1 0 0 0 1
12 1 1 0 0 1 0 0 1 0
13 1 1 0 1 1 0 0 1 1
14 1 1 1 0 1 0 1 0 0
15 1 1 1 1 1 0 1 0 1

From the truth table, the logic expression for the BCD code outputs can be written as,
Bo=>m(1,3,5,7,9, 11, 13, 15)

Bi=>m (2,3,6,7,12,13)

B2=Ym (4,5, 6,7, 14, 15)

Bs=>m (8, 9)

Bs=Ym (10, 11, 12, 13, 14, 15)

K-map Simplification:

BA BA For By
iz 10
00 0
01 0
11 0
10 0
Ba Bi=DCB'+D'B
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For B:

For B;
DENO 00 01 11 10

B:= D'CE CEE B;=DC'B’
BA or By

DENO 00 01 11 10

B:=DC+DB

From the above K-map, the logical expression can be obtained as,
Bo= A

Bi1= DCB’+ D’B B>= D’C+ CB Bs= DC’B’
Bs= DC+ DB

Now, from the above expressions the logic diagram can be implemented as,

Logic Diagram:

v IY Y o

Bo= A

B.=DCB+ DB

B:=D'C+ CB

U

B:=DC'B"

B:=DC+ DB
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Gray to BCD Converter:

The truth table for gray to BCD converter can be written as,

Truth Table:
Gray Code BCD Code
Gs G2 G1 Go Bs Bs B B: [Bo
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1
0 0 1 1 0 0 0 1 0
0 0 1 0 0 0 0 1 1
0 1 1 0 0 0 1 0 0
0 1 1 1 0 0 1 0 1
0 1 0 1 0 0 1 1 0
0 1 0 0 0 0 1 1 1
1 1 0 0 0 1 0 0 0
1 1 0 1 0 1 0 0 1
1 1 1 1 1 0 0 0 0
1 1 1 0 1 0 0 0 1
1 0 1 0 1 0 0 1 0
1 0 1 1 1 0 0 1 1
1 0 0 1 1 0 1 0 0
1 0 0 0 1 0 1 0 1

K-map Simplification:

G’I_Gﬂ Fl:ll‘ Bl:l
GsGe 00 01 11 10

Bo= (GoEG1) B (G2E2G 3)

G‘T_G{I FDI‘BZ
GaGz 00 01 11 10

Br= G'3G2+ G3iG2G"

Bi= G3G1+ G 3G2GH

GT_ G{l FDI‘ BJ

Gs Gz 00 01 11 10
oo| O 0 0 0
01 0 0 0 0
11 0o | o
10| © 0 0 0

25
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GIG{I FDI‘B-}
GaGaN o0 01 11 10

oo O ] 0 0

Bi= G3GHh+ G3Ga
From the above K-map, the logical expression can be obtained as,
Bo= G’2G1t+ G’3G2G’1 Bo= G’3G2+ G3G’2G’1 Bs= G3G2G’ 1
Bs= G3G’2+ G3G1

Now, from the above expressions the logic diagram can be implemented as,

Logic Diagram:

Gs

'y

Gray Code

G2

'y

G1

[y

BCD Code

D Bo (Go®G1) @ (G28G3)

] L= H_l

B1= G"g G-l + G !SG 2G !1

Br= G'1Ga+ G3G2G"1

Bi= G3G2G"

)
./
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BCD to Gray Converter:

The truth table for gray to BCD converter can be written as,

Truth table
BCD Code (8421) Gray code
B3 B2 B1 Bo Gs G2 G1 Go
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 1 1 0 0 1 0
0 1 0 0 0 1 1 0
0 1 0 1 0 1 1 1
0 1 1 0 0 1 0 1
0 1 1 1 0 1 0 0
1 0 0 0 1 1 0 0
1 0 0 1 1 1 0 1
K-map Simplification:
For G5 For Gy
B, B
BsBE:N_ 00 01 11 10
oo 0 0 0 0
or| O 0 0 0
G1=B:2"B1+ B:B4’ Go=B1'Bo+ B1BE¢’
=B: @ B1 =EB1 @ Ba

Now, from the above expressions the logic diagram can be implemented as,
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Logic Diagram:

Bs |B2 |B1 |Bo

G3=Bs

h

Gi1=B: @ B1

h
L

84 -2 -1to BCD Converter:

-

The truth table for 8 4 -2 -1 to BCD converter can be written as,

Truth Table
Gray Code BCD Code

B

0]
s
9]
@
99)
N)

98]
=

Bo

Rl RP|IRIRROlOoolo|lo| O

RPlRr|lRkrlRrlololololkrlkr|krikLo O
o|lo|r|r|lolo|lr|r|loo|lr|lr|o
o|lr|lo|lr|lolr|olr|olr|lolr|lol >
Rl RlR,|lololo|lolojlolololo|lo
o|lo|lo|r|r|lololojolo|lo|lo|o
olo|lo|lo|lo|lr|r|lrirlololo|lo

[EEN

P OO0 ORI PO ORIk, OO

OFRIOIFR, OIFR|IOFO|F|O|F|O

K-map Simplification:
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BA For Bo BA For By

D 00 01 11 10 D 00 01 11 10
oo 0O X X X oo| O X Lij
o1| O 1 1 0 o1| O U 0 1
1| 0 |1 |1} o 11 @ 0|0 | o0
10l 0 ([T | 1] o0 0] © m 0 |[1]

Bo= A Bi=DCB' A+ D'B'A+ D'BA'+ C'B'’A+ C'BA'
= A'B'CD+ D(B"A+BAN+ C(B"A+ BA"
= A'B'CD+ D'{A®E) + C'(ATE)
= A'B'CD+ {A®EB) {(C'+D")

BA For B: BA For B;

DENO 00D 01 11 10 DENO 00 01 11 10
ool 0O X X X oo 0 X X X
a1} o]0 |o o1l 0 oo o
11 © 0 0 0 111 © 0 @ 0
0] 0 (T [[1]] 2 w13 o]o o

B:= D'CB'A'+ C'A+C'B Bs= ABCD+ A'B'C'D

= D'CB’A’+ C'(A+B) = D{ABC+ A'B'C))

BA For B:

DENO 00 01 11 10
ol 0 | x| x | x

01 0 0 0 0

(D] 1) o |3

wnlo]lolo]o

Bs= B'CD+ A'CD
= CD{ A’+B’)

From the above K-map, the logical expression can be obtained as,
Bo= A

Bi1= A’B’CD+ (A Ex-OR B) (C’+D’)

B.=D’CB’A’+ C’ (A+B)

Bs= D (ABC+ A’B’C’)

Bs=CD (A’+B’)
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Logic Diagram:

v Iv[v]y -

UQ?U

:
¥

9

yje




UNIT 2
BOOLEAN ALGEBRA

In 1854, George Boole, an English mathematician, proposed algebra for symbolically
representing problems in logic so that they may be analyzed mathematically. The
mathematical systems founded upon the work of Boole are calledBoolean algebra in his honor.

2.1 Fundamental postulates of Boolean algebra:

The postulates of a mathematical system forms the basic assumption from which it is
possibleto deduce the theorems, laws and properties of the system.

The most common postulates used to formulate various structures are

Closure:

A set S is closed w.r.t. a binary operator, if for every pair of elements of S, the binary
operator specifies a rule for obtaining a unique element of S.The result of each operation with
operator (+) or (.) iseither Lor0and 1, 0 €B.

Identity element:
e*X=X*e=Xx

Eg: 0+0=0 0+1=1+0=1 a) x+ 0=x
1.1=1 1.0=0.1=1 b)x.1=x

Commutative law:
A binary operator * on a set S is said to be commutative if,

X*y=y*x
Eg: 0+1=1+0=1 a) X+ y=y+ X
0.1=1.0=0 b) X. y=y. X

Distributive law:
If * and « are two binary operation on a set S, « is said to be distributive over +
whenever,
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X.(y+z)=(X.y)+ (X.2)

Similarly, + is said to be distributive over « whenever,

X+ (y.2) = (x+y). (x+ 2)

Inverse:

a)x+x’=1,since0+0’=0+1land 1+ 1’=1+0=1
b)x.x>=1,since0.0°=0.1and1.1’=1.0=0

Summary:
Postulates of Boolean algebra:

POSTULATES @ (b)
Postulate 2 (Identity) X+0=x x.1l=x
Postulate 3 (Commutative) X+y=y+Xx X.Yy=VY.X

Postulate 4 (Distributive)

X (y+ z) = Xy+ xz

X+ yz = (x+y). (x+ 2)

Postulate 5 (Inverse)

x+x’ =1

x.x’=0

2.2 Basic Theorems:

The theorems, like the postulates are listed in pairs; each relation is the dual of the one
paired with it. The postulates are basic axioms of the algebraic structure and need no proof.
The theorems must be proven from the postulates. The proofs of the theorems with one variable
are presented below. At the right is listed the number of the postulate that justifies each step

of the proof.

la) X+ X =X
1b) x. x = x
2)x.0=0

3) X)) =x

Absorption Theorem:
X+ Xy =X

X+ xXy=x.1+xy
=x(1+y)
=x(1)

= X.

X. (x+y)=x
X. (Xty)=Xx.xtx.y

32

by postulate 2(b) [ x. 1 =X ]

4(a) [ x (y+2) = (xy)+ (x2)]
by theorem 2(a [x+ 1 = x]
by postulate 2(a)[x. 1 = X]

4(a) [x (y+2) = (xy)+ (x2)]




=X+Xy e by theorem 1(b) [X. x =X]

=% by theorem 4(a) [x+ xy = X]
xt X'y =xty

X+ Xy=x+Xy+ Xy e by theorem 4(a)  [x+ Xy = X]
= X+ Y (XA X )mmmmmmmm oo e by postulate 4(a) [ X (y+z) = (xy)+ (xz)]
=x+y (1) = e 5()[x+ x’ =1]
A —— 2(b)[x. 1= ]

X. (xty) =Xy

X, (X+y) = XXFXY e by postulate 4(a) [ x (y+2) = (xy)+ (xz)]
=0+Xy e 5(b) [x. x> =0]

=Xy. e 2(a) [x+ 0= x]

2.3 Properties of Boolean algebra:

Commutative property:
Boolean addition is commutative, given by
X+y =y+ X
According to this property, the order of the OR operation conducted on the variables
makesno difference. Boolean algebra is also commutative over multiplication given by,
X. Yy =Y. X
This means that the order of the AND operation conducted on the variables makes no
difference.

Associative property:
The associative property of addition is given by,
A+ (B+C)=(A+B)+C

The OR operation of several variables results in the same, regardless of the grouping
of thevariables. The associative law of multiplication is given by,

A (B.C)=(AB).C

It makes no difference in what order the variables are grouped during the AND operation of
several variables.

Distributive property:
The Boolean addition is distributive over Boolean multiplication, given by
A+ BC = (A+B) (A+C)

The Boolean addition is distributive over Boolean addition, given by
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A. (B+C) = (A.B)+ (A.C)

Duality:
It states that every algebraic expression deducible from the postulates of Boolean

algebraremains valid if the operators and identity elements are interchanged.

If the dual of an algebraic expression is desired, we simply interchange OR and
AND operators and replace 1°s by 0’s and 0’s by 1’s.

x+x’=1isx.x’=0
Duality is a very important property of Boolean algebra.
Summary:

Theorems of Boolean algebra:

THEOREMS (@) (b)
X+ X=X X=X
1 Idempotent X+1=1 Xx.0=0
2 Involution (x’) =X
3 Absorption XTXy=X X(x+y) =X
X+ xX'y=xt+y X. (X’+y)= Xy
Associative X+(y+ 2)= (x+ y)+ z X (yz) = (xy) z
DeMorgan’s Theorem x+y)y=x’.y’ X yy=x+y’

DeMorgan’s Theorems:
Two theorems that are an important part of Boolean algebra were proposed by DeMorgan.

The first theorem states that the complement of a product is equal to the sum of the
complements.

(AB) = A+ B’
The second theorem states that the complement of a sum is equal to the product of the
complements.

(A+B) =A’. B’

Consensus Theorem:

In simplification of Boolean expression, an expression of the form AB+ A’C+ BC, the
term BC is redundant and can be eliminated to form the equivalent expression AB+ A’C. The
theorem used for this simplification is known as consensus theorem and is stated as,

AB+ A’C+ BC = AB+ A’C
The dual form of consensus theorem is stated as,
(A+B) (A’+C) (B+C) = (A+B) (A’+C)
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2.4 Boolean Functions:
Minimization of Boolean Expressions:

The Boolean expressions can be simplified by applying properties, laws and

theorems ofBoolean algebra.

Simplify the following Boolean functions to a minimum number of literals:

1. x (x’+y)

= XX+ Xy [x.x=0]
=0+xy [ x+0=x]
= Xy.

2. x+ X’y

=X+ Xy+xy [ x+ xy=X]
=X+ Yy (xtx’)

=x+y(1) [ x+x*=1]
= X+Yy.

3. (x+y) (x’+2) (y+2)

= (x+y) x’+2) [ dual form of consensus theorem,

(A+B)(A+C)(B+C)=(A+B) (A’+(O) ]

4. xX’y+ xy+ x’y’
=y (X +X)+xy’
=y(1)+xy’
:y+ X’y,
=y+x’.

5 x+xy’+x’y
=x (I+y)tx’y
=x (1) +x’y
=X+ X’y

= X+Y.

6. AB + (AC)' + AB’C (AB +QC)

= AB + (AC)'+ AAB'BC + AB'CC
= AB + (AC)' + 0+ AB'CC

= AB + (AC)' + AB'C

=AB+A'+ C'+AB'C
=AB+A’+C +AB'

=A' +B+ C+ AB’

Re- arranging,

=A'+ AB+B+ C
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[ X (y+z)=xy+xz]
[ x+x*=1]
[x+ Xy =xty’]

[1+x=1]
[x+xy=xry]

[B.B'=0]

[C.C=1]

[(AC) = A"+ C1]
[C+AB’C=C +AB’]
[A>+ AB = A’ + B]

[A>+ AB = A’ + B]




= A +B+B+C
= A'+1+ C’
=1

7. (x+y) (x+y)

= x’.x+ Xyt yx+ y.y
=0+ xX’y+ Xy+y
=y (x+xt+1)
=y(1)

= y.

b %9

8. X’yz+ xy’z’+ X’y’z’+ Xy’z+ XyZ
=yz (x+x) + xy’Z’+ X’y’'z2’+ xy’z
=yz(1)+y’z’ (x+xX’) +xy’z
=yz+y’z’ (1)+xy’z
=yz+y’z’+xy’z

= yz+y’ (Z’+X2)

=yz+y (7 +X)

=yz+y’z’+ xy’

9. [(xy)+x’+ xy]’
—[x+y X+ xy]
=[xty +xy]

b b

10. [ xy+ xz]’+ x’y’z

= (xy)’. (xz)+X’y’z
=xX+ty) xX+z)txyz
=xXX'+ X2+ Xy+yz+xyz
=xX'+xXz2+xXy+yz+xyz
=X+ X2+ Xy +y [2+XZ]
=X+ X2+ Xy +y [z27+X]
=X XyHy [z X

=X+ Xy+yz+x’y
=x+yz+x’y’

=x+ty’z.
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[B’+ B=1]
[A+1=1]

[ x.x’=0]; [ X. x=X]

[1+x=1]

[ X+ x’=1]
[x+x’=1]

[x+xy =X+ Y]

[x+ x=X]

[ X+ xy =x"+V]

[ x+x’=1]
[1+x=1]
[x+ x=X]

[x+xy=x"+Y]

[x+ xy = X]
[x+ xy = X]
[x+xy = x]




2.5 Complement of A Function:

The complement of a function F is F* and is obtained from an interchange of 0’s for
I’sand 1’s for 0’s in the value of F. The complement of a function may be derived
algebraically through DeMorgan’s theorem.

DeMorgan’s theorems for any number of variables resemble in form the two- variable case
and can be derived by successive substitutions similar to the method used in the preceding
derivation. These theorems can be generalized as —

(A+B+C+D+...+F)=A"B’C’D’ ... F’
(ABCD...Fy=A"+B+ C+ D+ ... +F’.
Find the complement of the following functions,

1.F=Xyz’+X’y’z
F=xyz’+x’y’z)’
= (XH YY) ()
= (xty+2). (xt y+2).

2.F=(xy + y’z+ xz)X.
F =[xy +y’z+xz) x]’
=(xytyz+xz)+x’
=[xy) . (y'2). (x2)’] + X’
= [(XHy). (y+2). (x'+2)] + X
= [(Xy+x’z+ 0+ y'2’) (x+2°)] + X’
=X Xyt X’X'2’+ Xy 2+ Xy2’+ X’2’2’+ y’ 2’2+ X’
=Xyt X2+ X’y’2+ Xyz’+ X2+ y'z’+ X’ [x+ x=x], [x. x =X]
=Xyt X2+ X2’ (y+y)+y'z’+ x’ [x+ x’=1]
=xX'yt+x’z+x’2 (1) +y'z’+ X’
Xyt Xz’ +yz’+x’

X’y+ X’+ X)Z’+ y’Z’

= X(y+1) + X7+ Y7 [y+1=1]
=x’ (1+z2)+y’z’ [y+1=1]
= X’+ y’Z,
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2.6 Logic Gates

2.6.1 Basic Logic Gates:

Logic gates are electronic circuits that can be used to implement the most elementary
logic expressions, also known as Boolean expressions. The logic gate is the most basic building
block of combinational logic.

There are three basic logic gates, namely the OR gate, the AND gate and the NOT gate.
Other logic gates that are derived from these basic gates are the NAND gate, the NOR gate, the
EXCLUSIVE- OR gate and the EXCLUSIVE-NOR gate.

GATE SYMBOL OPERATION TRUTH TABLE
NOT NOT gate (Inversion), produces A | v-2
(7404) A Y=A an inverted output pulse for a _
given input pulse. 0 1
1 0
AND gate performs logical
A multiplication. The output is A | B |Y=A.B
AND | Y |HIGH only when all the inputs o | o 0
(7408) B are HIGH. When any of the o |1 .
Y=A.B inputs are low, the output is 1 0 0
LOW. 1 |1 1
OR gate performs logical
A addition. It producesa HIGHon| & | B | Y= A+B
OR Y  [the output when any of the inputy , | 0
(7432) B are HIGH. The output is LOW| . | | X
Y= A+B only when all inputs are LOW. 1 0 1
1 |1 1
It is a universal gate. When any —
. A | B |Y=A.B
NAND A | y [of the inputs are LOW, the
(7400) B output will be HIGH. LOW | ¢ | © 1
— output occurs only when all | @ | 1 1
Y=A.B inputs are HIGH. 1 |0 1
1 |1 0
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It is a universal gate. LOW

. A | B |Y=A+B
NOR A v output occurs when any of its Y AvE
@ input is HIGH. When all its | 0 | 0 | 1
- inputs are LOW, the output is 0|1 0
Y= A+B HIGH. 1|0 0
1|1 0
A _ A | B |Y=AZB
EX-OR Y The output is HIGH only when
i) odd number of inputsis HIGH. | © | © 0
0 1 1
1|1 0
A -
y  |The outputis H!GH or_1|y when | 4 | B |y= A®B
EX-NOR B even number of inputs is HIGH. s
. 1
v= ASB Or when all inputs are zeros. o | 1 0
1 |0 0
Y= A®B 1|1 1

2.6.2 UNIVERSAL GATES:
The NAND and NOR gates are known as universal gates, since any logic function can
beimplemented using NAND or NOR gates. This is illustrated in the following sections.

. NAND Gate:

The NAND gate can be used to generate the NOT function, the AND function, the OR
function and the NOR function.

NOT function: By connecting all the inputs together and creating a single common input.

A

X—+B

- A BE |Y=A.B
}Y=A B

- w=0]l0 o] 1 =1

=X X

_ ] 1 1

=X+X 1 ] 1

=X w=1]'1 1 0 Y=

AND function: By simply inverting output of the NAND gate. i.e.,
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DD
s

AND

OR function: Simply inverting inputs of the AND gate . i.e., By bubble at the input of NAND gate
indicates inverted input

A A

= P
D

-t
I
=
|

Y
:

A | B |y=a+B A | B|AB | A
a | o 0 a | o 1 0
o |1 1 = o |1 0 1
1 |0 1 1 |0 0 1
1 |1 1 1 |1 0 1

* NOR Gate:
Similar to NAND gate, the NOR gate is also a universal gate, since it can be used to

generatethe NOT, AND, OR and NAND functions.

« NOT function: By connecting all the inputs together and creating a single common input.

A p—
A B | Y=A+B
X—"B Y=A+B
= 0] 0] 1 =1
=X+X
o 0|1 | o
=X.X 1ol o
=X w=1]1 1 0 =0
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https://sites.google.com/site/amtmttl/st2/NAND%20AS%20AND.PNG?attredirects=0

« OR function: By Simply inverting output of the NOR gate.i.e,

A A+B A R
®_Dr v- 775 ;Dﬁgy e
=A+B

=A+B
A B | ¥=A+EB A B A+B A+B
0 0 0 0 0 1 0
0 1 1 = 0 1 0 1
1 0 1 1 0 0 1
1 1 1 1 1 0 1

« AND function: By simply inverting inputs of the NOR gate. i.e., Bubble at the input of NOR
gate indicates inverted input

o=
+

|
]

A | B |Y=A.B A | B | A+B | A+B
o | o 0 o | o 1 0
0|1 0 = 0|1 1 0
1 0 0 1 0 1 0
1 |1 1 1 |1 0 1

* NAND Function: By inverting inputs and outputs of the NOR gate

A+B
A

=
+
=




A B |[y=a. B A B A+B | aA+B A+H

0 0 1 0 0 1 0 1

o |1 1 = o |1 1 0 1

1 | o 1 1 | o 1 o 1 Conversion of

1|1 0 1|1 0 1 0 AND/OR/NOT
fo NAND/NOR:

« Draw AND/OR logic.
« If NAND hardware has been chosen, add bubbles on the output of each AND gateand

bubbles on input side to all OR gates.
+ If NOR hardware has been chosen, add bubbles on the output of each OR gate and bubbles

oninput side to all AND gates.
» Add or subtract an inverter on each line that received a bubble in step 2.

* Replace bubbled OR by NAND and bubbled AND by NOR.
« Eliminate double inversions.

Implement Boolean expression using NAND gates:

iA+BI1CD
Original Circuit:

{A+ B) C

A A+ B {{A+ B) C)
B [ Y= {{A+ B) C) D
c —_/
r
D
Soln:
NAND Circuit:
i) >
DD
C I_
5 B
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2.7 Canonical and Standard Forms:
Minterms and Maxterms:
A binary variable may appear either in its normal form (x) or in its complement form (x”).

Now either two binary variables x and y combined with an AND operation. Since each variable
may appear in either form, there are four possible combinations:

x’y’, X'y, Xy’ and Xy Each of these four AND terms is called a ‘minterm’.

In a similar fashion, when two binary variables x and y combined with an OR operation,
thereare four possible combinations: x’+ y’, X’+y, x+ y’ and x+ y

Each of these four OR terms is called a ‘maxterm’.
The minterms and maxterms of a 3- variable function can be represented as in table below.

Variables Minterms Maxterms
X Y Z mi Mi
0 0 0 x’'y’z’ =m0 X+ y+z= MO
0 0 1 x’y’z=ml X+ y+z’= M1l
0 1 0 x’yz’ = m2 X+ y’+z= M2
0 1 1 x’yz=m3 X+ y’+z’= M3
1 0 0 xy’z’ =m4 x’+y+ z= M4
1 0 1 Xy’z=mb5 X'+ y+ z’= M5
1 1 0 Xyz’ = m6 x’+y’+z= M6
1 1 1 Xyz =m7 X+ y+z’=M7

Sum of Minterm: (Sum of Products)
1. Y=AB+ BC+ AC
Sum
¢ _ + _
2. ¥=AB+B C+ AC

Product terms

The logical sum of two or more logical product terms is called sum ofproducts expression.

It is logically an OR operation of AND operated variables such as:
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Sum of Maxterm: (Product of Sums)
1. Y= (A+B). (B+C). (A+C)

Product

I
2. Y= (A+B). (B+C). (A+C)
| S |

S terms

A product of sums expression is a logical product of two or morelogical sum terms. It is

basically an AND operation of OR operated variables such as,

Canonical Sum of product expression:

If each term in SOP form contains all the literals, then the SOP is known as standard (or)
canonical SOP form. Each individual term in standard SOP form is called minterm canonical

form.
F (A, B, C) = AB’C+ ABC+ ABC’

Steps to convert general SOP to standard SOP form:

1) Find the missing literals in each product term if any.
2) AND each product term having missing literals by ORing the literal andits

complement.

3) Expand the term by applying distributive law and reorder the literals in the product

term.

4) Reduce the expression by omitting repeated product terms if any.

Obtain the canonical SOP form of the function:
1) Y(A, B)=A+B
=A. (B+B)+ B (A+A’)
= AB+ AB’+ AB+ A’B
= AB+ AB’+ A’B.

2)Y (A, B, C)=A+ ABC
= A. (B+B). (C+ C’)+ ABC
= (AB+ AB’). (C+ C’)+ ABC
= ABC+ ABC’+ AB’C+ AB’C’+ ABC
= ABC+ ABC’+ AB’C+ AB’C’
= m7+ m6+ m5+ m4
=%m (4,5, 6, 7).

3)Y (A, B, C) = A+ BC
= A. (B+ B). (C+ C")+(A+ A’). BC
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= (AB+ AB’). (C+ C’+ ABC+ A’BC

= ABC+ ABC’+ AB’C+ AB’C’+ ABC+ A’BC
= ABC+ ABC’+ AB’C+ AB’C’+ A’BC

= m7+ m6+ m5+ m4+ m3

=Ym (3,4,5,6,7).

4)Y (A, B, C)=AC+ AB+ BC
=AC (B+ B’)+ AB (C+ C’)+ BC(A+ A’)
= ABC+ AB’C+ ABC+ ABC’+ ABC+ A’BC
= ABC+ AB’C+ ABC’+ A’BC
=%m (3,5, 6, 7).

5) Y (A, B, C, D) = AB+ ACD
= AB (C+ C’) (D+ D*) + ACD (B+ B’)
= (ABC+ ABC’) (D+ D’) + ABCD+ AB’CD
= ABCD+ ABCD’+ ABC’D+ ABC’D’+ ABCD+ AB’CD
= ABCD+ ABCD’+ ABC’D+ ABC’D’+ AB’CD.

Canonical Product of sum expression:

If each term in POS form contains all literals then the POS is known as standard (or)
Canonical POS form. Each individual term in standard POS form is called Maxterm canonical
form.

« F(A B, C) = (A+ B+ C). (A+ B’+ C). (A+ B+ C”)
« F(X,y,2) = (xty+2). (xX’+ yt+ 2). (X+ y+ 2)

Steps to convert general POS to standard POS form:
1) Find the missing literals in each sum term if any.
2) OR each sum term having missing literals by ANDing the literal andits complement.
3) Expand the term by applying distributive law and reorder theliterals in the sum term.
4) Reduce the expression by omitting repeated sum terms if any.

Obtain the canonical POS expression of the functions:
1.Y=A+B’C
= (A+B’) (A+C) [ A+ BC = (A+B) (A+C)]
= (A+B’+C.C°) (A+ C+ B.B")
= (A+ B’+C) (A+ B’+C’) (A+ B+ C) (A+ B+ C)
= (A+ B’+C). (A+ B’+C’). (A+ B+ C)
= M2. M3. M0
=[IM (0, 2, 3)
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2.Y=(A+B) (B+C) (A+C)
= (A+B+ C.C°) (B+ C+ A.A’) (A+C+B.B’)
= (A+B+C) (A+B+C’) (A+B+C) (A’+B+C) (A+B+C) (A+B’+C)
= (A+B+C) (A+B+C’) (A’+B+C) (A+B’+C)
= MO0. M1. M4. M2
=M (0,1, 2,4)

3.Y=A (B+C+A)
= (A+B.B’+ C.C’). (A+ B+ C)
= (A+B+C) (A+B+C’) (A+B’+C) (A+ B’+C’) (A+B+C)
= (A+B+C) (A+B+C’) (A+B’+C) (A+ B’+C’)
= M0. M1. M2. M3
=M (0,1, 2,3)

4. Y= (A+B’) (B+C) (A+C’)
= (A+B’+C.C°) (B+C+ A.A’) (A+C’+ B.B’)
= (A+B’+C) (AtB’+C’) (A+B+C) (A’+B+C) (A+B+C’) (A+B+C)
= (A+B’+C) (A+B’+C’) (A+B+C) (A’+B+C) (A+B+C’)
= M2. M3. M0. M4. M1
=[IM(0,1,2,3,4)
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CHAPTER 3
KARNAUGH MAP MINIMIZATION

The simplification of the functions using Boolean laws and theorems becomes complex
with the increase in the number of variables and terms. The map method, first proposed by
Veitch and slightly improvised by Karnaugh, provides a simple, straightforward procedure for
the simplification of Boolean functions. The method is called Veitch diagram or Karnaugh
map, which may be regarded as a pictorial representation of a truth table.

The Karnaugh map technique provides a systematic method for simplifying and
manipulation of Boolean expressions. A K-map is a diagram made up of squares, with
each square representing one minterm of the function that is to be minimized. For nyariables

on a Karnaugh map there are 2n numbers of squares. Each square or cell represents one of

the minterms. It can be drawn directly from either minterm (sum-of- products) or maxterm
(product-of-sums) Boolean expressions.

3.1 Two- Variable, Three Variable and Four Variable Maps

Karnaugh maps can be used for expressions with two, three, four and five variables.
The number of cells in a Karnaugh map is equal to the total number of possible inputvariable
combinations as is the number of rows in a truth table. For three variables, the number of cells

is 23 = 8. For four variables, the number of cells is 24 =16.

A a8 3 N =
E E EC EC EC EC
Al A A| AB | AB 4| ABEC | AEC | ABC | ABC
Al & 4| A | AB 4| ABT | ABC | ABC | ABC
1-Variable map 2 -Variable map 3 -Variable map
cD

=

Jus]
(]|
]
(]|
jw]

I

jw]

I

]

=1
|
=1
|
]
[w]l
=1
|
]
!
=1
|
M
!
=1
|
M
[w]l

ABCD|AEBCD

1=
Jus]
1=
Jus]
]
]l
1=
Jus]
]
o

ABCD|AEBCD

=
aa]
=
aa]
i~
o
=
aa]
]
o

ABCD|AEBCD

=
m
=
|
]
(]
=
m
i
]

4 -Variable map
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Product terms are assigned to the cells of a K-map by labeling each row and each column
ofa map with a variable, with its complement or with a combination of variables &
complements. The below figure shows the way to label the rows & columns of al, 2, 3 and 4-
variable maps and the product terms corresponding to each cell.

It is important to note that when we move from one cell to the next along any row or from
one cell to the next along any column, one and only one variable in the product term changes
(to a complement or to an uncomplemented form). Irrespective of number of variables the
labels along each row and column must conform to a single change. Hence gray code is used
to label the rows and columns of K-map as show now.

—— Graycode Sequence

E EC
0 & 0 1 A a0 01 11 10
0 110 0 110 11 0 1N 111 s mz
&
1 11 1 mz s 1 1y s mzr 11
1 -Variable map 2 Variable map 3 Variable map

oo —————* ray code Sequence
AB 00 01 11 10

Graycode Qo a0 1 ms ez
Sequence

o1 | 1ma | s my 15

11| 1Mz | 113 113 1114

10| ms | ms | mu1 | 1o

4-Variable map
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3.2 Grouping cells for Simplification:

The grouping is nothing but combining terms in adjacent cells. The simplification is
achievedby grouping adjacent 1’s or 0’s in groups of 2i, where i = 1, 2, ..., n and n is the
numberof variables. When adjacent 1’s are grouped then we get result in the sum of product
form; otherwise we get result in the product of sum form.

Grouping Two Adjacent 1’s: (Pair)
In a Karnaugh map we can group two adjacent 1’s. The resultant group is called

Pair.

CD D D
AB oo ool 11 1o AB oo ool 11 1o AB oo ool 11 1o
0] 0 0

g o Y v o A A
11 ~\‘- 11 E_‘J 11 f
/
B

10 \ 10 10

ABD BCD

D D D
AR oM 11 10 AR oo o0l 11 1 AB 00 o1 11 10

Y 1 o0 Y M

o1 o1 (1 |1 01

o I 0 Y I
10 m\ 10 \ 10 (1; 1 \
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Examples of Pairs

Grouping Four Adjacent 1’s: (Quad)

In a Karnaugh map we can group four adjacent 1’s. The resultant group is called Quad. Fig
(a) shows the four 1°s are horizontally adjacent and Fig (b) shows they are verticallyadjacent. Fig
(c) contains four 1’s ina square, and they are considered adjacent to each other.

Examples of Quads

The four 1’s in fig (d) and fig (e) are also adjacent, as are those in fig (f) because, the top
and bottom rows are considered to be adjacent to each other and the leftmost and rightmost
columns are also adjacent to each other.

Grouping Eight Adjacent 1°s: (Octet)

L2 L2 L2
AB Y 01 11 10 AB Y 01 11 10 AB Y 01 11 10
A
00 (1 1|1 1} ooff1 | 1 00 L1 1|1 1J
bl
01 L1 1|1 1J orfl1 | 1 01
i
11 \ 11fl1 | 1 11 /
10 10 10
1|1 £1 1|1 11
N /
(a) A T (b) B ()

D
D D D
AB oo o0l 11 10 AB oo o0l 11 1  AB oo 0l 11 10

—. S S — " jV—
ool 1 1 ¥ly] ( 1 1 1 1 1 Wl IS ’}' 1 7
01| 1 1 01 L1 1] 1 1J 011] 1 1 1
T
10 10 10
B S I BT N N PN
(d) 5 C (e) ¥ ® e In

a Karnaugh map we can group eight adjacent 1’s. The resultant group is called Octet.
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Simplification of Sum of Products Expressions: (Minimal Sums)

The generalized procedure to simplify Boolean expressions as follows:

1) Plot the K-map and place 1°’s in those cells corresponding to the 1’s in the sum of
product expression. Place 0’s in the other cells.

2) Check the K-map for adjacent 1’s and encircle those 1’s which are not adjacent to any
other 1’s. These are called isolated 1°s.

3) Check for those 1’s which are adjacent to only one other 1 and encircle such
pairs.

4)Check for quads and octets of adjacent 1’s even if it contains some 1’s that have already been
encircled. While doing this make sure that there are minimum number of groups.

4) Combine any pairs necessary to include any 1’s that have not yet been grouped.
5) Form the simplified expression by summing product terms of all the groups.

Three- Variable Map:

1. Simplify the Boolean expression,
F(x,y,z)=>m (3,4, 6, 7).
Soln:
Y2 ¥E ¥z yz yE Y2 ¥E ¥z yz yE

x x
o0 01 11 10 o0 01 11 10

0|00 |10 :ioooﬂ___ﬂ____?z
® 1 14051?16 ®x 1 1 UUl

\ HE
F =yz+ xz’
2.F(x,y,2)=Ym (0, 2, 4,5, 6).
£ ¥ ¥z yz JE SO O¥E §Eooyro ¥R
00 01 11 10 00 01 11 107
o[ 1] 0| 0|1 o[ 1] 0|0

1
] 1 3 d
—>
<1 (LD o [l

F=z+xy’

3.F=A’C+A’B+AB’C+BC
Soln:
= A’C (B+ B’) + A’B (C+ C’) + AB’C + BC (A+ A’)

=A’BC+ A’'B’C+ A’BC+ A’BC’ + AB’C + ABC + A’BC
= A’BC+ A’B’C+ A’BC’+ AB’C + ABC
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= m3+ m1l+ m2+ m5+ m7

=yYm(1,2,3,57)
BC EBC BC BC  BC BEC EBC BC BC BT
A A LE

o0 01 11 10 oo 01 11 19/“_.
_ _ ¥
ool 1|11 zo| o |1 | 1)

i 1 3 2 ::>
P 0 . 1 5 1 ; 0 ] | 0 1 1 0
\\__C

F=C+A’B
4. AB°’C+ A’B°’C+ A’BC + AB’C’ +A’B°C°
Soln:

=m5+ml+m3+m4+m0

=>m(0,1,3,4,5)
ABC EC BC EBC BT ABC BC BC EBC BT

o0 01 11 10 oo 01 11 10
A0 101113[:]2 a0 |1 1 1;:___0__,,@:
| 1 . 1 5 0 ; 0 ] | 1 11 0 0

\%_E

F=AC+PB
Four - Variable Map:

1. Simplify the Boolean expression,
Y = A’BC’D’ + A’BC’D + ABC’D’ + ABC’D + AB’C’D + A’B’CD’
CD
ABN\ CD CcD cD D

0 0 | o @ﬁiﬁi’_‘ﬁ
: Fﬂ 0| o
Tt

0

LE

ﬂ 0 | o
JJ 0 0

\Aﬁn
Soln:

Therefore, Y= A’B’CD’+ AC’D+ BC’
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2.F(w,x,y,2)=>m(0,1,2,4,5,6,8,9, 12, 13, 14)

Soln: L
WZ
VI VI
WX o0 01 11 10 WX FE VI _¥I N\ ¥E
00 )
A I O R I == [1T] 1| o [|1
ol _
plr o ==l LJI| 11] o |l
11 :
1 1z 1 1z 0 15 1 14 Wi ] 0 Hh—l
10 = =1
! g ! g 0 11 0 10 .’}" Liﬁ—l“ 0 0
XZ \\PT
Therefore,

F=y+wz’+ xz’

3.F= A’B’C’+ B’CD’+ A’BCD’+ AB’C’
= A’B’C’ (D+ D’) + B’CD’ (A+ A’) + A’BCD’+ AB’C’ (D+ D)
= A’B’C’D+ A’B’C’D’+ AB’CD’+ A’B’CD’+ A’BCD’+ AB’C’D+ AB’C’D’
= ml+ m0+ m10+ m2+ m6+ m9+ m8

(D CDy —— — _
AB oo ol 11 10 AE CDI CcDh CD ICD
ool 1| 1] 0|1 AB 11 1] o L’T‘
1] 1 3 3 — _ _
orl o o | 0|1 — 0 ACD
4 i 7 ] ::> aE \Q 0 J‘_\.a______,f
11 0 0 0 0 AE]l 0O D\ 0 0
12 13 15 14
10 _ T
o1 S [(T] TR0 | 2
|

£

=>m(0,1,2,6,8,9,10)
Therefore,
F: B9D9+ B’C’+ A,CD,.

4.Y= ABCD+ AB’C’D’+ AB’C+ AB
= ABCD+ AB’C’D’+ AB’C (D+D’)+ AB (C+C’) (D+D’)
= ABCD+ AB’C’D’+ AB’CD+ AB’CD’+ (ABC+ ABC’) (D+ D’)
= ABCD+ AB’C’D’+ AB’CD+ AB’CD’+ ABCD+ ABCD’+ ABC’D+ ABC’D’
= ABCD+ AB’C’D’+ AB’CD+ AB’CD’+ ABCD’+ ABC’D+ ABC’D’
= M15+ m8+ m11+ m10+ m14+ m13+ m12

=Y m (8,10, 11, 12, 13, 14, 15)
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D D

AB oo o010 11 10 AB CcDh CDh cD D

ool 0| 0|0 |0 AE| 0O | o |0 |0
1] 1 K] ]

ol | 0 n |0 0 A2E| O 0|0 0
4 5 T 1] ‘:">

1 1 |1 1] 1 se|(1]] 1 1 [[15 » AB
12 13 15 14

wof 1[0 [ 1] o (LT ¢
g g 11 10 AR Llfx |

Therefore,
Y= AB+ AC+ AD’.

S. ch:A’ B,C,D)=>m (7,910, 11, 12, 13, 14, ;5%]3

AE oo ol 1 10 & CcDh Co Cco CD
oy 0 0 0 0 LZE| O 0 0 0
o1| o U 0 1 1 3 0 2 i 13 5P
. , . ] 2| O 0 1+ 0 |
12 13 15 14 .
AB =-— ]
10 0 1 —
. . 1 . 1 . AR 0] 1 1 | 1
e AC

Therefore, Y= AB+ AC+ AD+BCD.

6. Y= A’B’C’D+ A’BC’D+ A’BCD+ A’BCD’+ ABC’D+ ABCD+ AB’CD
= M1+ m5+ m7+ m6+ m13+ m15+ mil
=Ym,5,6,7, 11, 13, 15)

CD CD
AB oo o010 11 10 AB CcDh CTDh CDh CD
oo | O 1 0 0 ZEl O m 0 0 _
0 1 3 2 EFDM;—; 1 —» ABC
o1l 0 1 1 1 n o Y0t .
. 5 , : AE ; I ﬁABD
11 0 1 1 0 AR 0 :(1 T il 0
12 13 15 14 [y i gy
Wl oo 0 =] 0 0
] I:I a 1 11 10 A B U ‘-E;l\-#'

— = ACD

In the above K-map, the cells 5, 7, 13 and 15 can be grouped to form a quad as indicated
by the dotted lines. In order to group the remaining 1’s, four pairs have to be formed. However,
all the four 1’s covered by the quad are also covered by the pairs. So, the quad in the above k-
map is redundant.

Therefore, the simplified expression will be,

Y = A’C’D+ A’BC+ ABD+ ACD.
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7.Y=Y m (1,5, 10, 11, 12, 13, 15)

CD co _
AR oy 01 11 1o AR ch CoScCcDh CD

oo | O 1 0 0 =gl O m 0 0
0 1 3 2
o1 0 1 0 0 2 0 U 0 0 .
4 5 7 § :D aE —* ACD
1|1 |1 1] o0 sel(1. ] 11X o
12 13 15 14 AEC
L 0 1 1 =1 0 0 1 11 -~
g g 11 10 AR \\ 9_

Therefore, Y= A°C’D+ ABC’+ ACD+ AB’C.

8.F (A B,C,D)=Ym(0,1,4,8,9,10)

D Co —
AR 0y ol 11 1o AB cD D cD cD
ool 1 | 1 |0 |0 acp as|1]] 1d] o | o
0 1 3 2 ‘k\k_i
o1l 1 | o |0 | O ze|l1]] 0 | O~ 0O
4 s 7 6 :> AaBL) ——— ——
1| g | o | 0| o0 sl 0| o | oA BC
12 1= 15 14
w1 | 1|0 |1 AE ] o [(1-] -
2 2 11 10 = ABDO.

Therefore, F= A°C°D’+ AB’D’+ B’C’.

Simplification of Sum of Products Expressions: (Minimal Sums)

1. Y= (A+ B+ C) (A+ B+ C’) (A’+ B+ C’) (A’+ B+ C) (A+ B+ C)
= M1. M3. M7. M4. MO
=[IM(0,1,3,4,7)

=)y m(2,5,6) _
BC EC E = BC AC
A EC EBC EC EC A o A__
o0 01 11 10 EC EBC/ BC EC
Eo|l 0|0 | 0] 1 o f[ol|(o [[o]] 1
i 1 3 2 |::>
Al 0 1 0 1 Al @J 1 0 1
4 5 T 1] “"r"'
\EF_* \"BC

Y’ = B’C’+ A’C+ BC.

Y=Y” = (B’C’+ A’C+ BC)’

= (B’C’). (A’C)’. (BCY’

= (B”_"_ C”)' (A”_'_C’)‘ (B’_"_ C’)
Y = (B+ C). (A+C?). (B’+ C?)
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2.Y=(A’+ B+ C+ D) (A’+ B+ C’+ D) (A’+ B+ C’+ D’) (A’+ B+ C+ D) (A+ B+ C’+ D)

(A+ B+ C’+ D) (A+ B+ C+ D) (A’+ B+ C+ D”)
= M12. M14. M15. M8. M6. M7. M0. M13
=TIM (0, 6,7, 8,12, 13, 14, 15)

BCD CD CD CD D AB CD
oo 01 11 10 D COb <D <D
AE 00| O | 1 1 1 ZELO]] 1 1 1

AB 01 ] 1 1 0 0

—
—

AB
4 ) gepe—
BCD
AE 11| 0 0 0 0 AE

5 Oj ™ BC

AE 10|01 |1 |1 Agf@l

Y’ =B’C’D’+ AB+ BC

Y=Y” = (B’C’D’+ AB+ BC)’

= (B’C’D’)’. (AB)’. (BC)’

- (B”_"_ C”+D5,). (A’_"_B’). (B,_"_ C’)

= (B+ C+ D). (A’+B’). (B’+ ()

Therefore, Y= (B+ C+ D). (A’+ B’). (B’+ C?)

3.F(A B, C,D)=T[M (0, 2, 3, 8,9, 12, 13, 14, 15)

CD CD CD <D CD CD ABD
B AB . _
oo 01 11 10 CD CL-CD WD

AE 00 ] . 1 . 0 5 0 , aE @ 1 (0 5\51;
AR 01 14 1 5 1 ; 1 ] ::> AR | 1 1 1 1
AE C

11 I:Ilﬂ D 13 I:Ilj 114 A,E.‘i W (D \I:-:D-___l_;ﬂ
AE 10| 0 ] 1 1 AE | LD ] 1 1

g 9 11 10

Y’ = A’B’D’+ A’B’C+ ABD+ AC’

Y=Y” = (A’B’D’+ A’B’C+ ABD+ AC’)’

= (A’B’D’)’. (A’B°C)’. (ABD)’. (AC’)’

= (A”_"_ B”+ D”). (A”_"_ B’)_"_C’)' (A’+ B,_"_ D’). (A’+ C)’)
= (A+ B+ D). (A+ B+ C’). (A’+ B+ D). (A’+ C)

Therefore, Y= (A+ B+ D). (A+ B+ C°). (A’+ B’+ D’). (A’+ C)
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4.F(A,B,C,D)=Ym (0,1,2,5,8,9,10)
=[IM (3,4,6,7,11,12, 13, 14, 15)

CD CO CD <D <D D _
AB AB . _ 5D
oo 01 11 10 CD CDr CD CD /
i 111 ] o0 ==l 1| 1 [[ao]
AE 00 . X ; 1 ) AE H,,w’f 1/[;(3[)
ABOL| 0|1 |0 |0 ze 731 1 HoTl(o!
‘::> | —= AR
AB 11 |0 0 |0 |0 a (O] o Jo ]l o7
12 13 15 14
E 10 1 = 1
AB ! g ! 9 0 11 10 AB | ] ! x[_],»

Y’ = BD’+ CD+ AB

Y=Y” = (BD’+ CD+ AB)’

= (BD’). (CD)’. (AB)’ =(B’+D”).(C+D’).(A’+B)
= (B’+ D). (C’+ D). (A’+ B’)

Therefore, Y= (B’+ D). (C’+ D’). (A’+ B’)

3.3 Don’t care Conditions:

A don’t care minterm is a combination of variables whose logical value is not specified.
When choosing adjacent squares to simplify the function in a map, the don’t care minterms
may be assumed to be either 0 or 1. When simplifying the function, we can choose to include
each don’t care minterm with either the 1’s or the 0’s, depending on which combination gives
the simplest expression.
1.F(X,y,22=>m(0,1,2,4,5+>d(3,6,7)

e VL
N 00 01 1110 XN 7z ¥z vz vz
ol 1 1 X 1 =
o 1 3 2 ::> ® (1 0 ! | % 112
1 14 15 X-g X 5 X Ll 1 X Xj\‘_h_il
4 5 T [}
F(x,y,z2)=1

2.F(w,x,y,2)=Ym (1, 3,7, 11, 15)+ >d (0, 2, 5)
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00 01 11 10
oo | X 1 1 X
1] 1 3 3

o1l 0 X 1 0
4 5 7 ]
111 0 1 0
12 13 15 14

e Y 0 1|0

F(w, XY, 2)=wx+yz

3.F(w,x,y,2)=>m (0,7,8,9, 10, 12)+ >d (2, 5, 13)

VI
WX oo 01 11 10
ao ] 1 0 0 X
1] 1 K] ]
2N Y X 1 0
4 5 T 1]
111 1 x [0 ] o0
12 13 15 14
L | 1 0 |1

F(w, X,Y, 2) = wxz+ wy’+ x’z’.

4.FW, XY 2)=Ym(0, 1,48 9 10)+¥d (2, 11)

Soln:
Vi
WX oo 01 11 1o
oo | q 1 0 X
1] 1 K] ]
o1y 1 0 0 0
4 5 T 1]
1yl 0 0 0
12 13 15 14
L | 1 X 1
] a 11 10

Fw, XY, 2)=wx+xXy+ wy'z.
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WX ¥ ¥ ¥E VI
"
wE | (X 1 1 X 7z
wz | 0 X 1 __D___+ vz
WE |0 1] 1 1]
wE | 0 1] 1 1]
b
VI
WX I FI ¥I  ¥E
WE | 1 0 0 X “-:——-__,_ %z
wz | 0 X 1 }-__Q___ .
— T Wz
—
WE | X 1] 1]
wz [l [v )]l o [T [
oo
\_____'_,_I_——'—'_'_'_JW
VI
WX ¥ ¥E vE YE
_ Sy
WYZ h““j—ri_ 1 ; ﬂzﬁbﬁ";——xﬁ_ﬂ_ﬂ 5
wz [[1]] 0o |0 |0
::> —y i 7
WE | 0 o] ] 1]
12 13 15
WE X
= D]
\\_H__'_,_,_,—FP'




5.F(A,B,C,D)=Ym (0, 6,8, 13, 14)+ 3d (2, 4, 10)
Soln:
cD cDh
AB AB o _
00 01 11 10 Ch, ¢o cp D
110 |0 == 1l o | o ||x
DD 1] 1 3 X P AB— X .
ot x o o1 el x| o | o [ 1P
1 1 : 1
mjo 1 fo 1 AB| 0 @ 0
101 1 0 0 X BED AR | 1 D\ 0 X
g g 11 10 -t | 'i__
ABCD

F(A, B, C,D)=CD’+ B’'D’+ A’B’C’D’.

3.4 Five- Variable Maps:

A 5- variable K- map requires 25= 32 cells, but adjacent cells are difficult to identifyon
a single 32-cell map. Therefore, two 16 cell K-maps are used.
If the variables are A, B, C, D and E, two identical 16- cell maps containing B, C, D and E

can be constructed. One map is used for A and other for A’.
DE A=0
oo 01 11 10

S
1 2 2 ~
oo | o \Hﬁ
H‘H
01 | 4 5 i & ~
BC \‘a
11|12 |12 |15 | 14 | A=1"~
N'\ DE \""*\_
10| & g 11 | 10 s o0 01 11 10w
S ~., 00| 1 | 17 | 19 18
H"N. [
™ 01~ | 21 | 23 | 22
= -
k'\k BC "\._\
Hk\ 11 | 28 29\\3-1 20
- -
\"*1.53' 24 | 25 | 27 [Ge
L

Five- Variable Karnaugh map (Layer Structure)

In order to identify the adjacent grouping in the 5- variable map, we must imagine the two
maps superimposed on one another ie., every cell in one map is adjacent to the corresponding
cell in the other map, because only one variable changes between such corresponding cells. Thus,
every row on one map is adjacent to the corresponding row (the one occupying thesame position)
on the other map, as are corresponding columns. Also,
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Adjacent . __________ -

A=0  columns =1
DE ~ DE
BON . —— — - 7 BON " —— — N o
OE DE LDE DE - DE DE DE ' DE
Adjacent ==
== EiC
E'::_-{ """" mows T ] "g
s O [ P ey
Adjacent

cells

T
mwsh\ BC BC [ ]
BEC { ¥ BC ,F’L J R

.,

- Adjacent e
groups -
the rightmost and leftmost columns within each 16- cell map are adjacent, just as they are in
any16- cell map, as are the top and bottom rows.
Typical sub cubes on a five-variable map
However, the rightmost column of the map is not adjacent to the leftmost column of the
othermap.

1. Simplify the Boolean function
F(A B,C,D,E)=Ym(0,2 46,9, 11,13, 15, 17, 21, 25, 27, 29, 31)
Soln:

ABE ADE
DE =0 DE A=1
EBC = _ EBC —_h _
DES DE DE LOE DE '\DE DE DE
__7 . A
BC 1 1] 1 D K] BC I:Illi 1 17 D 19 D 13

0 1
2
ECJ4 Ds D?L BC Dzu 121023 022
BC Iju 113115 014 BC Dze (1 29 1131 030

BC Da “—'.:r1 “cljn I:Im BC 024 le:ﬁdz? 026

F(A B, C,D, E)= A’'B’E’+ BE+ AD’E

2.F(A,B,C,D,E)=Ym (0,5, 6,8, 9, 10, 11, 16, 20, 24, 25, 26, 27, 29, 31)
Soln:
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CDE

DE DE A=1
BC — _ - _ _
DE DE DOE DE DE DE DE
ARCDE Ec|f1)n 0 1 Dz Dz __ _ EC "lgﬁ Dl? Dm Dw
] | ABCDE
BC 4@5 0 7 @; EC ’@Jm 0 1l []23 []22
| ABE
—— A
BCl 0|0 |0 0 AEDE‘% o I[1 | #T0
o T sl w R Cw
cli1] 1111 cll 1)\ ]
BC 3 9 11 ‘Jm BC 4 ﬁ 7 Lﬁ
B —

F (A B, C,D,E)= C’D’E'+ A’B’CD’E+ A’B’CDE’+ AB’D’E’+ ABE+ BC’

3.F(AB,C D E)=Ym(1,4,8 10, 11,20, 22, 24, 25, 26)+3d (0, 12, 16, 17)

BCD
1 DE DE DE

X -
17 _P_ﬂf’fs’ 7ABCE
ey
Pl 0 a1 ° 2 g
010 0 0
28| 2 “m| o3
[ 1
[ﬁm qzs 0 a7 Qﬂﬁ

F(A B,C,D,E)=BC’D’+ A’D’E’+ BC’E+ A’'BC’D+ AC’D’+ AB’CE’

4.F(A,B,C,D,E)=>m (0,1,2,6,7,9, 12, 28, 29, 31)
Soln:

DE A=0 DE
BC TE DE DE LOE BC
— =" ABCE
5e L) 0, (s 5z
___ Bc| W] DSCI 13 S| ABCD BC
ACDE E——— .
~ec 0o o 0 BT
gC | 0 m 0 0 EC
g a 11 10
BCDE

A=1
TE DE DE LDE
0 0
16 17 19 13
0 0
a0 al 23 a2 ABCE
—
i Gl o,
0 0 0 0
24 a5 a7 26

F(A,B,C,D, E)=BCD’E’+ ABCE+ A’'B’C’E’+ A’C’'D’E+ A’B’CD
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5. F (X1, X2, X3, Xa, X5) =>Ym (2, 3, 6, 7, 11, 12, 13, 14, 15, 23, 28, 29, 30, 31)
Soln:

X1X5 X1=0 X1X2X4 X1X5 X1=1
XIX3 o _ X¥X3 o _
NANE MAM5 MAN5 X4aXs NANS MAXF MAXF XaX5
Xrxs| O 0 Ll J = e wxs| 0 o] o] 1]
- 0 1 3 a| X3IX4X3 XIX3 14 17 12 12
oxa| 0 | O 0 0
fl 5 2 a3 22
xaxa (1 | 1 1 1 13}
i = pi T a0
XXs| 0 0 1] ] o]
8 g 23 27 26

WINIKANF  M2X3

F (X1, X2, X3, X4, X5) = XoX3+ XaXaXst X1"X2 X4t X1’X3 X4X5

6. F (X1, X2, X3, X4,%5) = >m (1, 2, 3, 6, 8,9, 14, 17, 24, 25, 26, 27, 30, 31 )+ >d (4, 5)
Soln:

XaXs5 X1=0 X4Xs5 x1=1

XIX3 o _ X2X3 _ _
HKaxs X4ANTF MAXF MaX5 WAKS M4ANF XMaNF KaXs

w0 JIHIG 5 HEE
H2X3 0 1 2 7 19 13

o _ Noxslr X 1 X 0] .1 0 0 0
MKIXIN3IXNG 4 5 7 i 21 23 22

| J_’__,_,-'——._

0 1

: s a3 29 31 0

— MIXLANS _

%3 || 1 1 2X3 l 1 1
. ¥ & i t 0 0 Ll 24@[25 26\|

HIMIX4 NININLNE
F (X1, X2, X3, X4, X5) = X2X3’ X4+ X2X3XaX5'+ X3’ Xa'X 5+ X1X2Xa+ X1°X2'X3X5"+ X1'X2'X3'X4

3.5 Two Level Gate Network

* The SOP can be implemented using NAND — NAND logic

1. Each product term is connected to NAND gates in level 1
2. One NAND is connected in the second level 2

* The POS can be implemented using NOR — NOR logic

1. Each sum term is connected to NOR gates in level 1
2. One NOR is connected in the second level 2
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Implement Using NAND — NAND logic

F=A.B+C.D+E

F=(A+B)(C+D’)E

X =
y_
Z =

-
P

' = P
D
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Implement Using NOR — NOR logic
F=(A+B)(C+D’)E

s
o) 3
) >

F=(x+y’)(y+z)(x’+y+2’)

X

)
T )




CHAPTER 4
COMBINATIONAL CIRCUITS

4.1 Introduction

The digital system consists of two types of circuits, namely
. Combinational circuits
. Sequential circuits

Combinational circuit

consists of logic gates whose output at any time is determined from the present
combination of inputs. The logic gate is the most basic building block of combinational logic.
The logical function performed by a combinational circuit is fullydefined by a set of Boolean
expressions.

Sequential logic circuit

comprises both logic gates and the state of storage elements such as flip-flops. As a
consequence, the output of a sequential circuit depends not only on present value of inputs but
also on the past state of inputs.

In the previous chapter, we have discussed binary numbers, codes, Boolean algebra and
simplification of Boolean function and logic gates. In this chapter, formulation and analysis
of various systematic designs of combinational circuits will be discussed.

A combinational circuit consists of input variables, logic gates, and output variables.
Thelogic gates accept signals from inputs and output signals are generated according to the
logic circuits employed in it. Binary information from the given data transforms to desired
output data in this process. Both input and output are obviously the binary signals, i.e.,
both theinput and output signals are of two possible states, logic 1 and logic 0.

—Pp —
o Combinational b oot
n' input — Logic 4.. _ F
variables . Cireuit : variables
—> —»

Block diagram of a combinational logic circuit

For n number of input variables to a combinational circuit, 2N Possible combinations of pinary
input states are possible. For each possible combination, there is one and only one possible
output combination. A combinational logic circuit can be described by m Boolean functions
and each output can be expressed in terms of n input variables.
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4.2 Design Procedure:

e The problem isstated.

 Identify the input and output variables.

« The input and output variables are assigned letter symbols.

« Construction of a truth table to meet input -output requirements.

» Writing Boolean expressions for various output variables in terms of input
variables.

« The simplified Boolean expression is obtained by any method of minimization—
algebraic method, Karnaugh map method, or tabulation method.

* Alogic diagram is realized from the simplified boolean expression usinglogic
gates.

The following guidelines should be followed while choosing the preferred form for hardware
implementation:

« The implementation should have the minimum number of gates, with the gates used
having the minimum number of inputs.

» There should be a minimum number ofinterconnections.
« Limitation on the driving capability of the gates should not be ignored.

4.3 Arithmetic Circuits — Basic Building Blocks:

In this section, we will discuss those combinational logic building blocks that can be used
to perform addition and subtraction operations on binary numbers. Addition and subtraction
arethe two most commonly used arithmetic operations, as the other two, namely multiplication
and division, are respectively the processes of repeated addition and repeated subtraction.The
basic building blocks that form the basis of all hardware used to perform the arithmetic
operations on binary numbers are half-adder, full adder, half-subtractor, full- subtractor.

4.3.1 Half-Adder:

A half-adder is a combinational circuit that can be used to add two binary bits. It has two
inputs that represent the two bits to be added and two outputs, with one producing the SUM
output and the other producing the CARRY.

A — L—» Sum, &
Half Adder

B —> — Cany, C

Block schematic of half-adder

The truth table of a half-adder, showing all possible input combinations and the corresponding
outputs are shown below.
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Truth table of half-adder

Inputs Outputs
A B | Carry(C) | Sum (S)
0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 0

K-map simplification for carry and sum:

Smm= AB'+ A'H
= A®B

The Boolean expressions for the SUM and CARRY outputs are given by the equations,
Sum, S = A’B+ AB’
Carry, C=A.B
The first one representing the SUM output is that of an EX-OR gate, the second one
representing the CARRY output is that of an AND gate.
The logic diagram of the half adder is,

A —

Sum, 8 =AEB
B
} Cary,C =AB

Logic Implementation of Half-adder

4.3.2 Full-Adder:

A full adder is a combinational circuit that forms the arithmetic sum of three input
bits. Itconsists of 3 inputs and 2 outputs. Two of the input variables, represent the
significant bits to be added. The third input represents the carry from previous lower
significant position. The block diagram of full adderis given by,
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Cin

A —
Full Adder [——Sun
B —
I[:-1rlmt

Block schematic of full-adder

The full adder circuit overcomes the limitation of the half-adder, which can be used to add
two bits only. As there are three input variables, eight different input combinations are possible.
The truth table is shown below,

Truth Table

Inputs Outputs
Cin Sum (S) Carry (Cout)
0 0

(09)

Rl Rl O|lO|lO|Ol >

S EEIR=1 =l =)
== = =)
Rl o|lo|lr|l o|lkr|k
S E=I ==

To derive the simplified Boolean expression from the truth table, the Karnaugh map method
is adopted as,

For Carry For 5um
B ECi,
& 00 01 11 10 & 00 01 11 10

o| o fOH o 1)
11 o 13 o

Camry, Cor = AB+ ACin + BCin Sum, 5 = A'B'Citt A'BCin+ AB'Cin+ ABCin

0

The Boolean expressions for the SUM and CARRY outputs are given by the equations,
Sum, S = A’B’Cin+ A’BC’in + AB’C’in +ABCin
Carry, Cout = AB+ ACin + BCin.
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The logic diagram for the above functions is shown as,

Em o Eﬂmlm- E’lm B &l el
"]
- =

Ba
- DT>
s

Implementation of full-adder in Sum of Product

The logic diagram of the full adder can also be implemented with two half- adders and one
OR gate. The S output from the second half adder is the exclusive-OR of Cin and the output
ofthe first half-adder, giving

Sum = Cin © (A B) [x®y = x'y+ xy']
= Cin® (A'B+AB")

=C‘in (A‘B+AB‘) + Cin (A‘B+AB°)* [(Xy+xy)'= (xy+x‘y9)]
= C‘in (A‘B+AB*) + Cin (AB+A‘B)

= A‘BC‘in + AB‘C‘in + ABCin + A‘B*Cin .

and the carry output is,

Carry, Cout = AB+ Cin (A’B+AB’)

= AB+ A‘BCin+ AB‘Cin

= AB (Cin+1) + A‘BCint+ AB‘Cin [Cin+1=1]

= ABCin+ AB+ A‘BCint+ AB‘Cin

= AB+ ACin (B+B*) + A‘BCin

= AB+ ACin+ A‘BCin

= AB (Cin+1) + ACin+ A‘BCin [Cin+1=1]

= ABCin+ AB+ ACin+ A‘BCin

= AB+ ACin+ BCin (A +A°)

= ABT ACin+ BCin.

A »3)
B ) 7 :
! |
Y ! L
i : — Cout
e e
Cin

Implementation of full adder with two half-adders and an OR gate
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4.3.3 Half -Subtractor:

A — —— Difference, D
Half- Subtractor
B —» —» Borrow, (Byw)

Block schematic of half-subtractor

A half-subtractor is a combinational circuit that can be used to subtract one binary digit
from another to produce a DIFFERENCE output and a BORROW output. The BORROW
output here specifies whether a _1° has been borrowed to perform the subtraction.

The truth table of half-subtractor, showing all possible input combinations and thecorresponding
outputs are shown below.

Input Output
A B Difference (D) | Borrow (Bout)
0 0 0 0
0 1 1 1
1 0 1 0
1 1 0 0

K-map simplification for half subtractor:

For Difference For Boxrow

AN 0 1
o| 0 M1
[ole

Difference = AR+ A'B Bormow = A .B
= ADB
The Boolean expressions for the DIFFERENCE and BORROW outputs are given by the
equations,

Difference, D= A’B+ AB’
Borrow, Boit=A’ . B
The first one representing the DIFFERENCE (D)output is that of an exclusive-OR gate,

the expression for the BORROW output (Bout) is that of an AND gate with input A
complemented before it is fed to thegate. The logic diagram of the half adder is,
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\
] Difference, D
BE—g¢ )

>

Logic Implementation of Half-Subtractor

Borrow, Bow

Comparing a half-subtractor with a half-adder, we find that the expressions for the SUM
and DIFFERENCE outputs are just the same. The expression for BORROW in the case of the
half-subtractor is also similar to what we have for CARRY in the case of the half-adder. If the
input A, ie., the minuend is complemented, an AND gate can be used to implement the
BORROW output.

4.3.4 Full Subtractor:

A full subtractor performs subtraction operation on two bits, a minuend and a subtrahend,
andalso takes into consideration whether a _1° has already been borrowed by the previous
adjacentlower minuend bit ornot.

As a result, there are three bits to be handled at the input of a full subtractor, namely the

two bits to be subtracted and a borrow bit designated as Bin. There are two outputs, namely the
DIFFERENCE output D and the BORROW output Bo. The BORROW output bit tells whether
the minuend bit needs to borrow a _1° from the next possible higher minuend bit.

A =P b Difference, D
B — TFull- Subtractor
By, —> — Borrow, Bow

Block schematic of full-adder
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The truth table for full-subtractor is,

Inputs Outputs
B Difference(D) | Borrow(Bout)

>
£

RlIFRPIFRPRPRPOO OO
PRI OIORr kOO
PO, O O/ O|S

R O|IO|IFR, Ol Lo
P O|IOO|F,|(F|IFL|O

For Difference For Borrow
EBin EEi.
& oo 01 11 10 & oo 01 11 10

o| o UM o (1] 0
t N o (1 o !

Difference, ' = A'B'Birt A'BB'in+ AB'Bin+ ABBin Bomow, Bowt = A'B+ A'Bin + BBy

K-map simplification for full-subtractor:
The Boolean expressions for the DIFFERENCE and BORROW outputs are given by the
equations,
Difference, D = A’B’Bin+ A’BB’in + AB’B’in + ABBin

) |
S

= Da=D

—n
| J -

BE_D Bm_}

Borrow, Bout = A’B+ A’Cin +BBin.
The logic diagram for the above functions is shown as,
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Implementation of full-Subtractor using Half Subtractors

The logic diagram of the full-subtractor can also be implemented with two half-
subtractorsand one OR gate. The difference, D output from the second half subtractor is the
Ex -OR ofBin and the output of the first half-subtractor, giving
Difference, D= Bin © (A ® B) [x@®y=xy+xy’]

= B @ (A'B+AB")

= B‘in (A'B+AB") + Bin (A‘B+AB")’ [(xyrxy)= (xy+x°y")]
= B‘in (A‘B+AB*) + Bin (AB+A‘BY)
= A‘BB‘in + AB‘B‘in+ ABBin + A‘B‘Bin.

and the borrow output is,
Borrow, Bout = A’B+ Bin (A’B+AB’)’ [(x‘y+xy*) = (xy+x‘y)]

= A‘B+ Bin (AB+A‘BY)
= A*‘B+ ABBin+ A*B‘Bin

= A*B (Bin+1) + ABBin+ A‘B‘Bin [Cin+1= 1]
= A‘BBin+ A‘B+ ABBin+ A‘B‘Bin

= A‘B+ BBin (A+A‘) + A‘B‘Bin [A+A=1]
= A*B+ BBin+ A‘B‘Bin

= A‘B (Bin+1) +BBin+ A‘B‘Bin [Cin+1= 1]

= A‘BBin+ A‘B+ BBin+ A‘B‘Bin
= A‘B+ BBin+ A‘Bin (B +B°)
= A‘B+ BBin+ A*Bin.

Therefore,

» I
, : Difference, I

[

I

I

I

Bin

E-:lut

—_— e e e e e e o

Implementation of full-subtractor with two half-subtractors and an OR gate
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4.4 Binary Adder (Parallel Adder):

B3 A3 Ba Ag B A1 B Ao
| | | ! | | ]
FA FA FA FA C;
Ca (4) Cql Cq (3) Cole Csp 2) Cqle Cy ) Cq=0 [ ~in
: l | [
Cout S3 Sa Sq Sq

Fig. 4-bit binary parallel Adder
The 4-bit binary adder using full adder circuits is capable of adding two 4-bitnumbers
resulting in a 4-bit sum and a carry output as shown in figure below. Since all the bits of augend
and addend are fed into the adder circuits simultaneously and the additions in each position are
taking place at the same time, this circuit is known as parallel adder.

Significant place 4321
Inputcarry 1110
Augend word A : 1111
Addend word B : 0011
1 001 0« Sum
.T
Cratput Carry

Let the 4-bit words to be added be represented by, A3A2A1A0= 1111 and B3B2B1B0= 0011.

The bits are added with full adders, starting from the least significant position, to form
thesum it and carry bit. The input carry CO in the least significant position must be

The carry output of the lower order stage is connected to the carry input of the next
higher order stage. Hence this type of adder is called ripple-carry adder.

In the least significant stage, A0, BO and CO (which is 0) are added resulting in sum SO
and carry C1. This carry C1 becomes the carry input to the second stage. Similarly in the second
stage, Al, B1 and C1 are added resulting in sum S1 and carry C2, in the third stage, A2, B2
and C2 are added resulting in sum S2 and carry C3, in the third stage, A3, B3 and C3 are added
resulting in sum S3 and C4, which is the output carry. Thus the circuit results in a sum
(S352S51S0) and a carry output (Cout).Though the parallel binary adder is said to generate its
output immediately after the inputs areapplied, its speed of operation is limited by the carry
propagation delay through all stages. However, there are several methods to reduce this delay.
One of the methods of speeding up this process is look-ahead carry addition which eliminates
the ripple-carry delay.
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4.5 Carry Propagation—-Look-Ahead Carry Generator:

In Parallel adder, all the bits of the augend and the addend are available for computation at
thesame time. The carry output of each full-adder stage is connected to the carry input of the
nexthigh-order stage. Since each bit of the sum output depends on the value of the input carry,
time delay occurs in the addition process. This time delay is called as carry propagation
delay.For example, addition of two numbers (0011+ 0101) gives the result as 1000. Addition
of the LSB position producesa carry into the second position. This carry when added to the bits
of thesecond position, produces a carry into the third position. This carry when added to bits
of the third position, produces a carry into the last position. The sum bit generated in the
lastposition (MSB) depends on the carry that was generated by the addition in the previous
position. i.e., the adder will not produce correct result until LSB carry has propagated through
the intermediate full-adders. This represents a time delay that depends on the propagation delay
produced in an each full-adder. For example, if each full adder is considered to have a
propagation delay of 30nsec, then S3 will not react its correct value until 90 nsec after LSB is
generated. Therefore total time required to perform addition is 90+ 30 = 120nsec.

B3 A3 B2 Az B+ A Bo AQ
1 1 1 ) | l 1
C.
Ca Ef'} Caf* Cq :;A} Cole Co I!:;]l Cql* C4 I,F'i&'} Cp 1T
| | ! |
Cout S3 52 59 50

4-bit Parallel Adder

o>

Full-Adder circuit

Ci+1

The method of speeding up this process by eliminating inter stage carry delay is called
look ahead-carry addition. This method utilizes logic gates to look at the lower order bits of the
augend and addend to see if a higher-order carry is to be generated. It uses two functions: carry
generate and carry propagate.

Consider the circuit of the full-adder shown above. Here we define two functions:
carry generate (Gi) and carry propagate (Pi) as,
Carry generate, G; = A; ©B;

Carry propagate, Pi= A; @ B
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the output sum and carry can be expressed as,
Si= Pi® C;

Civ1 = G;i @ PiC;
Gi (carry generate), it produces a carry 1 when both Ai and Bi are 1, regardless of the input
carry Ci. Pi (carry propagate) because it is the term associated with the propagation of the
carry from Cito Ci+1.

The Boolean functions for the carry outputs of each stage and substitute for each Ci its value
from the previous equation:

CO= input

carry C1= GO + POCO

C2=G1+P1C1=G1+P1 (G0 + POCO) =G1 + P1G0 + P1P0OCO

C3=G2 + P2C2 = G2 + P2 (G1 + P1G0 + P1P0OCO) = G2 + P2G1 + P2P1G0 + P2P1P0CO

___________________________________________

i — i

| J i

é B
F: i j i
G2 : :

i H) |

| . !

| —C
F1 i : i
Gt ! l

i u—_"-\.'l i
Pp_1 __/] : s
- ;
Co— !

Fig. Logic diagram of Carry Look-ahead Generator

Since the Boolean function for each output carry is expressed in sum of products, each function
can be implemented with one level of AND gates followed by an OR gate. The three Boolean
functions for C1, C2 and C3 are implemented inthe carry look-ahead generator as shown below.




Note that C3 does not have to wait for C2 and C1 to propagate; in fact C3 is propagated at
the same time as C1 andC2.Using a Look-ahead Generator we can easily construct a 4-bit
parallel adder with a Look- ahead carry scheme. Each sum output requires two exclusive-OR
gates. The output of the first exclusive-OR gate generates the Pi variable, and the AND gate
generates the Gi variable. The carries are propagated through the carry look-ahead generator
andapplied as inputs to the second exclusive-OR gate. All output carries are generated after a
delay through two levels of gates. Thus, outputs S1 through S3 have equal propagation delay
times.

Hﬂ—q»—\)
C4 54
L] P3
G3
5
C3 3
— D
P2
B2 y o
}GE GE:)§ > 52

Look Ahead

Carry Generator

A —"_j
P1
B1 P1
'i »———51
:"LD—»—)D;
PO
PO
BO 7
>
co ca

Fig. 4-Bit Adder with Carry Look-ahead

4.6 Binary Subtractor (Parallel Subtractor):

The subtraction of unsigned binary numbers can be done most conveniently by means of
complements. The subtraction A-B can be done by taking the 2‘s complement of B and
adding it to A. The 2‘s complement can be obtained by taking the 1‘s complementand adding
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1 to the least significant pair of bits. The 1‘s complement can be implemented with inverters
and a 1 can be added to the sum through the input carry.

The circuit for subtracting A-B consists of an adder with inverters placed between each
data input B and the corresponding input of the full adder. The input carry CO must be equal
to 1 when performing subtraction. The operation thus performed becomes A, plus the 1°s
complement of B, plusl. This is equal to A plus the 2‘s complement of B.

Ba A3 Ba Az B+ A Bo AQ
c, FA ca. Aok FA o FA Cin
4 (4 Caf 3 @ o Cz (2 1[* C1 1) Co=1p—
Cout S3 S S =Ty
Fig. 4-bit Parallel Subtractor
4.7 Parallel Adder/ Subtractor:
By A3 Ba Ap B+ A1 Bp AQ
A Al A .
FA FA FA FA
C Ca (g Caft3 3 ©2fC2 @GS ) o
Sa So 54 50
v—{
\

Fig. 4-Bit Adder Subtractor

The addition and subtraction operation can be combined into one circuit with one common
binary adder. This is done by including an exclusive-OR gate with each full adder. A 4-bit
adder Subtractor circuit is shown below. The mode input M controls the operation. When M=
0, the circuit is an adder and when M=1,the circuit becomes a Subtractor. Each exclusive-OR
gate receives input M and one of the inputs of B. When M=0, we have B Ex-OR 0 = B. The
full adders receive the value of B, the input carry is 0, and the circuit performs A plus B. When
M=1, we have B Ex -OR 1= B¢
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and C0=1. The B inputs are all complemented and a 1 is added through the input carry. The
circuit performs the operation A plus the 2‘s complement of B. The exclusive-OR with output
V is for detecting an overflow.

4.8 Decimal Adder (BCD Adder):

The digital system handles the decimal number in the form of binary coded decimal
numbers (BCD). ABCD adderisacircuitthataddstwo BCD bitsandproduces a sum digit also in
BCD.

Consider the arithmetic addition of two decimal digits in BCD, together with an input carry
from a previous stage. Since each input digit does not exceed 9, the output sum cannot be
greater than 9+ 9+1 = 19; the 1 is the sum being an input carry. The adder will form the sum in
binary and produce a result that ranges from 0 through 19.

These binary numbersare labeled by symbolsK, Z8, Z4, 22, Z1, Kis the carry. The columns

underthe binary sum list the binary values that appear in the outputs of the 4- bit binary adder.
The output sum of the two decimal digits must be represented in BCD.

Binary Sum BCD Sum

Decimal
K |Zs |Za| Zo| Z4 C |Ss | Sa| S Si
0 |0 |O| O] O]O |O 0 0] O 0
0 |0 |O| O] 2/]0 |O 0 0] 1 1
0 |0 |O| 1] 0|0 |O 0 1| O 2
0 |0 |O| 1] 1]0 |O 0 1| 1 3
0O |0 |1 0] 0|0 |O 1,0/ 0 4
0O |0 |1 0] 1|0 |O 1/ 0] 1 5
0O |0 |1 1] 0|0 |O 11110 6
0O |0 |1 1] 1|0 |O 10 1) 1 7
0|12 |0 0] 0|0 |1 0 0| O 8
0|12 |0 0] 1|0 |1 0 0| 1 9
0O (1 |0| 1| 0|1 |O 0] 0[O0 10
0O (1 |0| 1| 1|1 |0 0] 0|1 11
0O (1 |1] 0f 0|1 |O 0] 10 12
O (12 |1] 0 1|1 |0 0] 1|1 13
O (12 |1] 1|/ 0|1 |0 11 0] 0 14
O (12 |1] 1| 1|1 |0 1] 0] 1 15
1 /0 [0 O] 0|1 |O 11 1|0 16
1 /0 [0 O] 1|1 |O 1] 1] 1 17
1 /0 [0 1] 0|1 |1 0] 0[O0 18
1 /0 (O 1] 1|1 |1 0] 0|1 19
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In examining the contents of the table, it is apparent that when the binary sum is equal to
or less than 1001, the corresponding BCD number is identical, and therefore no conversion is
needed. When the binary sum is greater than 9 (1001), we obtain a non- valid BCD
representation. The addition of binary 6 (0110) to the binary sum converts it to the correct BCD
representation and also produces an output carry as required.

The logic circuit to detect sum greater than 9 can be determined by simplifying the boolean
expression of the given truth table.

Inputs Output
S3 5 51 5p '
o 0 0 0 0
0o o o 1 0 51 S0
0o 0 1 o0 0 53 52 00 01 11 10
oo 1 1 0 ool 0 0 0 0
0o 1 0 0 0
o1 0 1 i orL| O 0 0 0
o1 1 0 0 =
0 01 1 1 0 it CHIENENEY
1 0 0 0 0
1 0 0 1 0 10 0 0 kl__lj
1 0 1 0 1

Y= 5352 +535

1 0 1 1 1 392 eIt
1 1 0 0 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 1

To implement BCD adder we require:
*  4-bit binary adder for initial addition
»  Logic circuit to detect sum greater than 9 and
«  One more 4-bit adder to add 01102 in the sum if the sum is greater than 9 or carry is
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Fig. Logic diagram of BCD adder

The two decimal digits, together with the input carry, are first added in the top4- bit binary
adder to provide the binary sum. When the output carry is equal to zero, nothing isadded to the
binary sum. When it is equal to one, binary 0110 is added to the binary sum through the bottom
4-bit adder. The output carry generated from the bottom adder can be ignored, since it supplies
information already available at the output carry terminal. The output carry from one stage
must be connected to the input carry of the next higher-order stage.

4.9 Magnitude Comparator:

A magnitude comparator is a combinational circuit that compares two given numbers (A
and B) and determines whether one is equal to, less than or greater than the other. The output
is inthe form of three binary variables representing the conditions A= B, A>B and A<B, if A
andB are the two numbers being compared.

A— ————* A=E

Magnitude

—— A=E
Comparator
BE— = |« A<B

Fig. Block diagram of magnitude comparator

For comparison of two n-bit numbers, the classical method to achieve the Boolean
expressions requires a truth table of 22n entries and becomes too lengthy and cumbersome.
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2 bit Magnitude Comparator:
The truth table of 2-bit comparator is given in table below— Truth table:

Inputs Outputs

&
&
g
s
>
v
09)

A=B

>
A
w

[EY

PlRrRr|RPr|R|P|R|[~|lo|lo|olo|o|o|o|o
NN N == == 1 I == k=1k=)
Rlkrlolo|lkr|lk|lololkrlr|loo|lrr|lolo
R|lo|lr|lo|lr|lolr|olkr|lo|rlo|lr|lo|lr|lo
olr|r|r|lololr|r|olo|lo|r|o|lo|o|o
h|lo|lo|lo|lo|r|lolo|lolo|r|lo|lojlo|o

o|lo|lo|lo|lr|o|lo|o|r|r|olo|kr|kr|r|lo

K-map Simplification:

Bi Bc Fl]l‘ A}B

A>B = AoB1'Bo’+ AiB1'+ A1AtBr”  A=B = AyAv'Bi'Bo’+ Ar’AsB1'Bo+
A1AoB1Bo+ A1A¢'B1By’

= A1'B1’ (Ao'Bo’+ AoBa) + A1B1 (AoBo+ Ao'Ba’)
= (Ao © Bo) (A1 © By)
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10

A<B = A1"A0'Bo+ Ao"'B1Bo+ A1'B1

Logic Diagram:

A B1 Bo

vIvIv[y

£

A>B = AoB1'Bo'+ A1Bi'+
A1 ApBo’

@w

j— A=B = (Ap © Bp) (A1 © Ba)

WY

A<B = A1’Ay'Bo+ Ay'BiBo+
A1'Br

oo
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4.10 Decoder:

N L
n-data *
: B
mputs . :
. : _
n: om . Poszsible
Decoder 2% outputs

Enable ——™

iiputs -

General structure of decoder

A decoder is a combinational circuit that converts binary information from _n° input
lines to a maximum of 20" unique output lines. The encoded information is presented as _n'
inputs producing _2n° possible outputs. The 2n output values are from 0 through 2n-1. A

decoder is provided with enable inputs to activate decoded output based on data inputs. When
any one enable input is unasserted, all outputs of decoder aredisabled.

Binary Decoder (2 to 4 decoder):

A binary decoder has _n° bit binary input and a one activated output out of 2N outputs. A
binary decoder is used when it is necessary to activate exactly one of 2n outputs based on an
n-bit input value.

v Iy

\ Yo=AB
|

\ Y1=AB
|

\ Y:=AB
|
ﬁ Y:=AB
-/

Enable (EN)

o

4




2-to-4 Line decoder

Here the 2 inputsare decoded into 4 outputs, each output representing one of the minterms
of thetwo input variables.

Inputs Outputs
Enable |A B Y3 Y2 Y1 Yo
0 X X 0 0 0 0
1 0 0 0 0 0 1
1 0 1 0 0 1 0
1 1 0 0 1 0 0
1 1 1 1 0 0 0

As shown in the truth table, if enable input is1 (EN= 1) only one of the outputs (YO —
Y3), is active for a given input. The output YO is active, ie., YO= 1 when inputs A= B=0, Y1
is active when inputs, A= 0 and B= 1, Y2 is active, when input A= 1 and B= 0, Y3 is active,
wheninputs A= B= 1.

3 to-8 Line Decoder:

A 3-t0-8 line decoder has three inputs (A, B, C) and eight outputs (YO- Y7). Based on
the 3 inputs one of the eight outputs is selected.

The three inputs are decoded into eight outputs, each output representing one of the
minterms of the 3-input variables. This decoder is used for binary-to-octal conversion. The
input variables may represent a binary number and the outputs will represent the eight digits in
the octal number system. The output variables are mutually exclusive because only one output
can be equal to 1 at any one time. The output line whose value is equal to 1 represents the
minterm equivalent of the binary number presently available in the input lines.

Inputs Outputs

09)
=
<
=
>
<
o)
X
<

N I E=1E=1E=1k=1p">
== ==
k=l k=l =l k=l e)
o|lo|o|lo|o|o|o|r
o|lo|o|lo|lo|o|r|o
o|lo|o|lo|lo|r|o|o
o|lo|o|lo|lr|o|lo|o
o|lo|o|lr|o|lo|lo|o
o|lo|r|o|lo|lo|lo|o
olr|lo|lo|lo|jo|lo|o
L|lo|lo|lo|lojo|lo|o
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v
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1711

3-t0-8 line decoder
Applications of decoders:
» Decoders are used in counter system.

« They are used in analog to digital converter.
» Decoder outputs can be used to drive a displaysystem.

4.11 Encoders:

An encoder is a digital circuit that performs the inverse operation of a decoder. Hence, the
opposite of the decoding process is called encoding. An encoder is a combinational circuit that

converts binary information from 2N input lines to a maximum of _n‘ unique output lines.

—
-
2B _data . —=
mnputs an dat
: n-data
: Encoder ; outputs

Enable — ™
nputs ——w
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General structure of Encoder

It has 2n input lines, only one which 1 is active at any time and _n‘ output lines. It encodes

oneof the active inputs to a coded binary output with _n* bits. In an encoder, the number of
outputs is less than the number of inputs.

Octal-to-Binary Encoder:
It has eight inputs (one for each of the octal digits) and the three outputs that generate the

corresponding binary number. It is assumed that only one input has a value of 1 at any given
time.

Inputs Outputs
A

O
o
¥
&
g
&
g
o

R OO, |OO|

o|lo|lo|lo|o|o|o|r
o|lo|lo|lo|o|o|r|o
o|lo|lo|lo|lo|r|o|lo
OOl O|lO|OC|O|O
OO0 O0O|lO|O|O
Rrlo|lojlo|lo|lo|lo|lo
A =l E=1=] =]
=l k=l =1 =1

[

The encoder can be implemented with OR gates whose inputs are determined directly from
the truth table. Output z is equal to 1, when the input octal digit is 1 or 3 or 5 or 7. Output y
is 1 for octal digits 2, 3, 6, or 7 and the output is 1 for digits 4, 5, 6 or 7. These conditions can
be expressed by the following output Boolean functions:

z= D1+ D3+ Ds+ Dy

y= D2+ D3+ D¢+ D7 X= D4+ Ds+ De+ D7

The encoder can be implemented with three OR gates. The encoder defined in the below
table, has the limitation that only one input can be active at any given time. If two inputs are
active simultaneously, the output produces an undefined combination.

For eg., if D3 and D6 are 1 simultaneously, the output of the encoder may be 111. This
does not represent either D6 or D3. To resolve this problem, encoder circuits must establish
aninput priority to ensure that only one input is encoded. If we establish a higher priority for
inputs with higher subscript numbers and if D3 and D6 are 1 at the same time, the output will
be 110 because D6 has higher priority than D3.
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Dr De D;s Ds Ds D2 Dh Do

\
} x= Dy+ Ds+ D+ D+
\
} y= D2+ D3+ De+ D>
\
} z=Th+ D3+ Ds+ Ds

Octal-to-Binary Encoder

Another problem in the octal-to-binary encoder is that an output with all 0°s is
generatedwhen all the inputs are 0; this output is same as when DO is equal to 1. The
discrepancy canbe resolved by providing one more output to indicate that atleast one input is
equal to 1.

Priority Encoder:

A priority encoder is an encoder circuit that includes the priority function. In priority
encoder,if two or more inputs are equal to 1 at the same time, the input having the highest
priority willtake precedence.

In addition to the two outputs x and y, the circuit has a third output, V (valid bit indicator).
It is set to 1 when one or more inputs are equal to 1. If all inputs are 0O, there is no valid input
and Visequal to 0.

The higher the subscript number, higher the priority of the input. Input D3, has the highest
priority. So, regardless of the values of the other inputs, when D3is 1, the output for xy is11.D2
has the next priority level. The output is 10, if D2= 1 provided D3= 0. The output for D1 is
generated only if higher priority inputs are 0, and so on down the priority levels.

Truth table

Inputs Outputs
Do D1 D2 D3 X

X[ X | X || O
X|X|—|O|lO
X|—|lo|lolo
Rrlo|lo|lo|lo
I E=1E=1E
Rlo|lkR|lo|Xx|<
I E=)

Although the above table has only five rows, when each don‘t care condition is replaced first
by Oand then by 1, we obtain all 16 possible input combinations. For example, the third row in
the table with X100 represents minterms 0100 and 1100. The don‘t care condition is replaced
byO and 1 as shown in the table below.
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Modified Truth table

Inputs Outputs

O
o
¥
g

X

R |olx]|<
o

X
0
0

PR lRklrlo|loo|lor|lrolo|lrlolrlo
Pl |lolor|rlololr|lor|lo|r| oo
Rlolr|lor|lor|lolr|lkrkr|l~|loololo
RPlrRrlRrlPR|R R,|~r|loloo|o|ojo|lo|o

K-map Simplification:
For X D:D; (For ¥

x=DL+D; y= Ds+ DiD:
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V=Do+ D+ D2+ Ds

The priority encoder is implemented according to the above Boolean functions.
D;s D: Dy Dy

'y

x=D:+Ds

V= D+ DHD:

V=Dt D1+ D2+ D3

75t

Logic Diagram of Priority Encoder

4.12 Multiplexer: (Data Selector)

A multiplexer or MUX, is a combinational circuit with more than one input line, one output
line and more than one selection line. A multiplexer selects binary information present from
one of many input lines, depending upon the logic status of the selection inputs, and routes it
to the output line. Normally, there are 2n input lines and n selection lines whose bit

combinations determine which input is selected. The multiplexer is often labeled as MUX in
block diagrams.

2t-data ——m )
inputs : MUX [ 1 output signal

'n'- Control
signals
Block diagram of Multiplexer
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A multiplexer is also called a data selector, since it selects one of many inputs and steers the
binary information to the output line.

2-to-1- line Multiplexer:

The circuit has two data input lines, one output line and one selection line, S. When S=
0, theupper AND gate is enabled and 10 has a path to the output.When S=1, the lower AND
gate is enabled and 11 has a path to the output.

In

)7
h )%3:Z>*

by —|>—D¢.‘—

The multiplexer acts like an electronic switch that selects one of the two sources.

Logic diagram

Truth table:
S Y
0 10
1 11

4-to-1-line Multiplexer:
A 4-to-1-line multiplexer has four (2n) input lines, two (n) select lines and one output line.
It is the multiplexer consisting of four input channels and information of one of the channels
can be selected and transmitted to an output line according to the select inputs combinations.
Selection of one of the four input channel is possible by two selection inputs.
Io

!f JU

4-to-1-Line Multiplexer




Each of the four inputs 10 through 13, is applied to one input of AND gate. Selection lines
S1 and SO are decoded to select a particular AND gate. The outputs of the AND gate are applied
to a single OR gate that provides the 1-line output.

Function table

St [So Y
0 0 10
0 1 11
1 0 12
1 1 13

To demonstrate the circuit operation, consider the case when S1S0= 10. The AND gate
associatedwith input 12 has two of its inputs equal to 1 and the third input connected to 12. The
other three AND gates have atleast one input equal to 0, which makes their outputs equal to 0.
The OR output is now equal to the value of 12, providing a path from the selected input to the
output.

The data output is equal to 10 only if S1= 0 and SO0= 0; Y= 10S1°S0°. The data output is
equal tol1 only if S1= 0 and SO= 1; Y= 11S1°S0. The data output is equal to 12 only if S1=1
and S0= 0; Y= 12S1S0°. The data output is equal to I3 only if S1= 1 and SO0= 1; Y= 13S1S0.
When these terms are ORed, the total expression for the data output is,

Y=10S1’S0’+ 11S1°S0 +1,S1S¢’+ 1351S0.

As in decoder, multiplexers may have an enable input to control the operation of the unit.
When the enable input is in the inactive state, the outputs are disabled, and when it is in the
active state, the circuit functions as a normal multiplexer. This circuit has four multiplexers,
each capable of selecting one of two input lines. Output YO0 can be selected to come from either
A0 or BO. Similarly, output Y1 may have the value of Alor B1, and so on. Input selection line,
S selects one of the lines in each of the four multiplexers. The enable input E must be active
for normal operation. Although the circuit contains four 2-to-1-Line multiplexers, it is
viewed as a circuit thatselects one of two 4-bit sets of data lines. The unit is enabled when
E= 0. Then if S= 0, thefour A inputs have a path to the four outputs. On the other hand, if
S=1, the four B inputs areapplied to the outputs.

The outputs have all 0‘s when E= 1, regardless of the value of S.
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Quadruple 2-to-1 Line Multiplexer:

Ap \
J ) >
Aj . \
1 ] >—11
Ao
DD
As \
R ) >
Bo
'_} Function table:
E 5 Output Y
B1 \ 1 x All0's
- J 0 0 Select A
01 Select B
B2 \
1
Bs _\'\
—
(Felect)

('Enahf) i><‘

Application:

The multiplexer is a very useful MSI function and has various ranges of applications in
data communication. Signal routing and data communication are the important applications of
a multiplexer. It is used for connecting two or more sources to guide to a single destination
among computer units and it is useful for constructing a common bus system. One of the

general properties of a multiplexer is that Boolean functions can be implemented by this device.

Implementation of Boolean Function using MUX:

Any Boolean or logical expression can be easily implemented using a multiplexer. If a
Boolean expression has (n+1) variables, then _n‘ of these variables can be connected to the
select lines of the multiplexer. The remaining single variable along with constants 1 and 0 is
used as the input of the multiplexer. For example, if C is the single variable, then the inputs of
the multiplexers are C, C*, 1 and 0. By this method any logical expression can beimplemented.
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In general, a Boolean expression of (n+1) variables can be implemented usinga multiplexer
with 2n inputs.

1) Implement the following boolean function using 4: 1 multiplexer,F (A, B, C)=Ym (1,
3,5, 6).

Solution:

Variables, n= 3 (A, B, C) Select lines= n-1 =2 (S1,

S0)on-1to MUX ie., 22to1=4to 1 MUX

Input lines= 2N-1 = 22 = 4 (Do, D1, D2, Ds)

Implementation table:
Apply variables A and B to the select lines. The procedures for implementing the function
are:

. List the input of themultiplexer

. List under them all the minterms in two rows as shownbelow.

The first half of the minterms is associated with A‘ and the second half with A. The given
function is implemented by circling the minterms of the function and applying the following
rules to find the values for the inputs of the multiplexer.

« If both the minterms in the column are not circled, apply 0 to the corresponding inpuit.
« If both the minterms in the column are circled, apply 1 to the corresponding inpuit.
« If the bottom minterm is circled and the top is not circled, apply C to the input.

+ If the top minterm is circled and the bottom is not circled, apply C* to the input.

Implementation Table:
Do | Di D: | Ds

ED@E@
(5)

c | 4 :.-

C C
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Fig. Multiplexer Implementation

4.13 Demultiplexer:

Demultiplex means one into many. Demultiplexing is the process of taking information
fromone input and transmitting the same over one of several outputs.A demultiplexer is a
combinational logic circuit that receives information on a single inputand transmits the same

information over one of several (2n) output lines.

1 input signal —w DEMUX

'n'- Control
signals

20 cutput signals

Block diagram of Demultiplexer
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The block diagram of a demultiplexer which is opposite to a multiplexer in its operation is

shown above. The circuit has one input signal, _n* select signals and 2N output signals. The
select inputs determine to which output the data input will be connected. As the serial data is
changed to parallel data, i.e., the input caused to appear on one of the n output lines, the

demultiplexer is also called a —data distributer| or a —serial-to-parallel converterl .

1-to-4 Demultiplexer:

Din DEMUX

—'Yﬂ
1: 4 —= Y1

= Y2

—'YS

[

S1 S0

Logic Symbol

A 1-to-4 demultiplexer has a single input, Din, four outputs (Yo to Y3) and two select
inputs (S1 and So). The input variable Din has a path to all four outputs, but the input
information isdirected to only one of the output lines. The truth table of the 1-to-4
demultiplexer is shown below.

Truth table of 1-to-4 demultiplexer

Enable S1 So Din Yo Y1 Y2 Y3
0 X X X 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 1 1 0 0 0
1 0 1 0 0 0 0 0
1 0 1 1 0 1 0 0
1 1 0 0 0 0 0 0
1 1 0 1 0 0 1 0
1 1 1 0 0 0 0 0
1 1 1 1 0 0 0 1

From the truth table, it is clear that the data input, Din is connected to the output YO,
whenS1= 0 and SO= 0 and the data input is connected to output Y1 when S1= 0 and SO= 1.
Similarly,the data input is connected to output Y2 and Y3 when S1= 1 and SO= 0 and when
S1=1 and SO= 1, respectively. Also, from the truth table, the expression for outputs can be

written as follows,
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Y1

Y2

TT1T

Logic diagram of 1-to-4 demultiplexer

Yo=S1"S0’Din Y1= S1’S0Din Y2= S1So’Din Y3= S1S0Din

Now, using the above expressions, a 1-to-4 demultiplexer can be implemented using four
3- input AND gates and two NOT gates. Here, the input data line Din, is connected to all the

AND gates. The two select lines S1, SO enable only one gate at a time

and the data that appears on the input line passes through the selected gate to the associated

output line.

1-to-8 Demultiplexer:

A 1-to-8 demultiplexer has a single input, Din, eight outputs (Yo to Y7) and three select
inputs(Sz, S1 and So). It distributes one input line to eight output lines based on the select

inputs.The truth table of 1-to-8 demultiplexer is shown below.
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Truth table of 1-to-8 demultiplexer

Di S2 S1 So Y7 Ys Ys Y4 Y3 Y2 Y1 Yo
n

0 X X X 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 1
1 0 0 1 0 0 0 0 0 0 1 0
1 0 1 0 0 0 0 0 0 1 0 0
1 0 1 1 0 0 0 0 1 0 0 0
1 1 0 0 0 0 0 1 0 0 0 0
1 1 0 1 0 0 1 0 0 0 0 0
1 1 1 0 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 0 0

From the above truth table, it is clear that the data input is connected with one of the
eight outputs based on the select inputs. Now from this truth table, the expression for eight
outputscan be written as follows:

Y0=S2°‘S1°S0°‘Din Y4=S52 S1°S0‘Din Y1= S2‘S1‘S0Din Y5= S2
S1‘S0Din
Y2=52‘S1S0‘Din Y6=S2 S1S0‘Din Y3= S2‘S1S0Din Y7=S5251S0Din

Now using the above expressions, the logic diagram of a 1-to-8 demultiplexer can be
drawnas shown below. Here, the single data line, Din is connected to all the eight AND gates,
but only one of the eight AND gates will be enabled by the select input lines. For example, if
S251S0= 000, then only AND gate-0 will be enabled and thereby the data input, Din will
appear at Y0. Similarly, the different combinations of the select inputs, the input Din will
appear at the respective output.

IDin Sa S So

Y | Y |Y

Logic diagram of 1-to-8 demultiplexer
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